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POWER SHARING AND POWER QUALITY CONTROL USING DG-
INTERFACING VOLTAGE SOURCE INVERTER IN MICROGRID

Qicheng Huang and Kaushik Rajashekara
Power Electronics, Microgrids and Subsea Electrical Systems Center

Department of Electrical and Computer Engineering
University of Houston

Houston, TX 77204-4005

Abstract

This paper investigates power sharing and power quality control in a microgrid system by 
using the interfacing voltage source inverters (VSIs) control methods. An inverter-current 
based power sharing method is proposed to accurately share the load power demand 
among VSIs, which can significantly reduce the implementation cost. Next a virtual RLC 
damper based active damping method is proposed to provide sufficient damping effect to 
ensure the system stability. Then a unified selective harmonic compensation strategy 
using DG-interfacing inverter in the presence of nonlinear local loads in both grid-
connected and islanded microgrid is discussed.

Introduction

There is a tendency to connect renewable energy resources to the individual microgrid 
system in the form of distribution generation. To interconnect these renewable energy 
resources to the main utility, the power electronics converter is often used as an efficient 
interface of distributed generation units. Specifically, the 3-phase Voltage Source Inverter 
(VSI) is most widely used in DC/AC applications. However, the reliable and accurate 
power sharing among parallel VSIs brings challenge to the VSI control. In addition, the 
presence of power converters with high order LCL filters introduces resonance problem 
to system stability. In addition, the growing application of distributed nonlinear loads 
further aggravates the harmonic distortions in the microgrid. To address above problems, 
this paper investigates the power sharing and power quality control through VSI control. 
By modifying the control algorithms of VSI, the possibility of power sharing and power 
quality improvement is discussed.

Methods

The control block diagrams of the inverter for power sharing in islanded mode and for 
active resonance damping are shown in Fig.1.

Fig.1. Control block diagram of inverter: (left) inverter-current-feedback based power sharing;
(right) capacitor-current-feedback based active damping
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In islanded mode, the output voltage of the inverter is controlled and the inverter current 
is used to implement droop control loop, virtual impedance loop and inner 
voltage/current loop. In such a way, the number of current sensors and hence the 
implementation costs can be reduced. By properly configuring the virtual impedance of 
the parallel inverters, the active and reactive power demand of the load can be equally 
shared between inverters. In grid-connected mode, the output current of the inverter is 
controlled. To ensure the system stability, the inherent resonance peak of the LCL filter 
must be dampened. By introducing an additional capacitor current feedback loop, a 
virtual damper branch is inserted to the passive capacitor, so that the resonance peak in 
the current can be suppressed. 

Results

An experimental prototype which consists of two Semikron inverters is built in the lab. 
The control algorithms are implemented a FPGA-based digital controller named 
dSPACE. The three-phase grid is simulated by a regenerative Chroma grid simulator. 
Fig.2 shows the experimental results. It can be seen that the output currents of two 
parallel inverters have obvious phase error before the proposed power sharing method is 
enabled, which means there is reactive power sharing error between inverters. However, 
after the proposed method is enabled, the output currents of the two inverters are in the 
same phase, which indicates the reactive power sharing error is reduced to almost zero.

Conclusions    

To solve the load power demand sharing among inverters in islanded microgrid, an 
inverter current feedback based droop control method is proposed, analyzed and verified. 
Compared with the conventional droop methods, the proposed method can effectively 
share the load power and reduce the number of sensors and implementation costs.

References

[1] J.M. Guerrero, L.G. Vicuna and J. Matas, et.al., “A Wireless-controller to enhance 
dynamic performance of parallel inverters in distributed generation systems,” IEEE
Trans. Power Electron., vol.19, no.5, pp.1205-1213, Sep. 2006.

[2] M. Chandokar, D. Divan and R. Adapa, “Control of parallel connected inverters in 
standalone ac supply systems,” IEEE Trans. Ind. Appl., vol.29, no.1, pp.136-143, 
Jan.1993.

Fig.2. (left) photo of the prototype; (mid) voltage and current waveforms of two parallel 
inverters before the proposed method is enabled; (right) voltage and current waveforms of two 

parallel inverters after the proposed method is enabled.
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ADVANCED POWER SHARING SCHEME UNDER UNBALANCED AND 
NONLINEAR LOADS IN ISLANDING MICRO GRID

Mehmet Emin Akdogan and Mehdi Abolhassani
Department of Electrical and Computer Engineering

University of Houston
Houston, TX 77204-4005

Abstract

Active, unbalance and harmonic power sharing inaccurately between distributed 
generators (DGs) and voltage quality problems are critical issues under 
unbalanced and nonlinear loads in the micro grids. Thus, advanced power sharing 
scheme with unbalanced and harmonic loads in islanding micro grid is presented 
to eradicate power sharing problems and reduce unbalanced voltage and 
harmonics distortion. The hierarchical control structure comprises primary and 
secondary levels. Effectiveness of the hierarchical power sharing scheme will be 
presented on MATLAB/Simulation and RT simulator for real-time simulation. 
PCC voltage distortion will decrease noticeably while load current sharing is 
improved properly after compensation.

Introduction

Distributed generation (DG) using renewable energy such as wind turbines and 
solar power plants has been widely used in recent years, because of growing 
demand for electricity and attention environmental protection and renewable 
energy. Furthermore, micro grid is as one of the solutions to integrate DG units to 
reduce the impact of high DG penetration on power system operation and improve 
the service reliability. Advantages of micro grid are increasing power quality, 
reliability and controllable. 

Proposed Method

Active, reactive, unbalance and harmonic power sharing inaccurately between 
DGs and voltage quality problems are important affair under unbalance and 
nonlinear loads in the micro grids. Thus, proposed hierarchical control structure is 
designed in Fig.1. In the control scheme, secondary control manages 
compensation of positive and negative sequences of fundamental and main 
harmonic components for improving voltage quality. It sends proper reference 
signal to primary local control. Primary local control receives compensation 
voltage signal from secondary control and produces the reference voltage for DGs 
interface inverters. The local controller of each DG mainly includes power droop 
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for sharing active and reactive power among DGs without communication,
voltage and current controllers, compensation effort controller and virtual 
impedance control loop. Virtual impedance loop for positive and negative 
sequences of fundamental and harmonic components is used to achieve better 
power sharing of reactive, unbalance and harmonic powers. Moreover,
compensation effort controller is adopted for sharing powers proportionally 
among different power rated DG units.

Fig.1. Power stage and Hierarchical control for a general micro grid

Experimental Test System

The effectiveness of the proposed control scheme in simulations will be simulated
in three steps. In first step, unbalanced load is connected to PCC to test 
unbalanced voltage quality. Second step with nonlinear load is connected to PCC 
to demonstrate harmonic current sharing. Finally, third step with both loads
observe unbalanced and harmonic power sharing under unbalanced and nonlinear 
loads.

Conclusion

A hierarchical control structure proposes improving power sharing scheme under 
unbalanced and harmonic loads in islanding micro grid. PCC voltage distortion 
will decrease noticeably while load current reactive, unbalance and harmonic 
powers sharing is improved properly after compensation.
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IMPLEMENTATION OF ADAPTIVE PROTECTION SCHEME FOR
MICROGRID USING IEC 61850 COMMUNICATION PROTOCOL

Rikesh Shah*1, Wajiha Shireen2, Preetham Goli1

1Department of Electrical and Computer Engineering
2Department of Electrical Technology

University of Houston
Houston, TX 77204-4005

Abstract

Implementation of microgrid protection using traditional protection scheme brings 
several issues mainly due to unforeseen change in short circuit current, lack of protective 
device co-ordination, undesired islanding and untimely tripping of generator interfaces 
protection etc. Consequently, the conventional fixed over current setting for relay 
protection schemes need to be improved [1]. This paper would discuss the algorithm and 
implementation of adaptive protection scheme to be applied for microgrid using modern 
overcurrent relays (IED-Intelligent Electronic Device) with the use of extensive 
communication. 

Introduction

Microgrids powered by renewable energy sources have several advantages such as
improved reliability and sustainability of power supply to the customers and the utilities. 
As microgrid becomes an important part of the distribution system, issues and challenges 
arising from its implementation have to be addressed. Without undermining the 
importance of other issues, protective device coordination is considered as a critical 
challenge for microgrid implementation.
In view of the above issues this paper establishes an adaptive protection scheme that 
dynamically changes the settings of the numerical relays in a microgrid based on its 
topology and fault location. To implement this scheme/algorithm on a laboratory based 
microgrid testbed at University of Houston, the microgrid has been modeled with logical 
nodes based on the IEC 61850 communication standard [2]. Also, a centralized protection
unit is set up along with all protection IEDs for adaptive protection.

Proposed Adaptive Protection Scheme/Algorithm

The algorithm developed for the adaptive protection scheme has been discussed briefly as 
follows. The entire protection scheme will be implemented using extensive 
communication among the numerical relays. The scheme mainly consists of two 

1. Topology Sensing
2. Calculation of Relay Settings

The topology sensing stage analyses the actual operating condition of the grid acquired 
by continuous measurement of grid parameters and detects the disturbances due to 
adjusted tripping characteristics. During a fault scenario, trip signal to the respective 
circuit breaker is generated. During the next stage prediction, data of the DG (Distributed 
Generators) availability is utilized in order to review the selectivity of numerical relays 
for each new operating condition and to adapt, if selectivity is not given any longer. If the 
adaptation is successful and the boundary conditions are not broken, the tripping 
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characteristics of respective relays will be matched. If there is no possible solution 
without breaking the boundary conditions, a signal will be generated that forbids the 
acceptance of the operation predicted by the Energy Management System (EMS).

The standard IEC 61850 allows for real-time communication by means of periodically 
sent telegrams. In case of a spontaneous change in state at the sending unit, telegrams 
will be sent with a high repetition rate within a few milliseconds right after the change in 
state. Thus, changes in state can be detected rapidly.

Apart from the algorithm, following simulations and study development shall be 
discussed in the paper.

1. IEEE Test System Simulation:  Power system simulation software ETAP will be 
used to analyze the impact of high DG penetration on protective relay 
coordination for IEEE 13 bus test system [3].

2. Develop Microgrid Testbed: This task includes the setting up of a three bus 
microgrid testbed with various types of DGs and loads. Numerical relays from 
different vendors will be utilized to protect the test system during various 
simulated fault scenarios.

3.  Communication Architecture: GOOSE (Generic Object Oriented Substation 
Event) feature will be setup in the microgrid testbed. DGs will be modelled in 
accordance with IEC 61850-7-420 [4].

Conclusion

The simulation results identifies the issues related to microgrid protection and the 
discussed scheme in this paper provides accurate fault currents and relay settings in real 
time. However, the use of extensive communication poses the threat for redundancy and 
security of the microgrid system.

References

[1] P. Kumar and Nagaraju, "Protection Issues in Micro grid.," May 2013. 
[2] B. M. Han, "Communication Architecture of the IEC 61850 based Microgrid 

System," in Research Gate, September 2011. 
[3] A. K. Sahoo, "Protection of Microgrid through Coordinated Directional Over-current 

Relays," in IEEE Global Humanitarian Technology Conference, 2014. 
[4] C. O. a. A. Z. Taha Selim Ustun, "Modeling of a Centralized Microgrid Protection 

System and Distributed Energy Resources According to IEC 61850-7-420.," in IEEE 
TRANSACTIONS ON POWER SYSTEMS, August 2012.
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REDEFINING QoS AND CUSTOMIZING THE POWER MANAGEMENT 
POLICY TO SATISFY INDIVIDUAL MOBILE USERS

Kaige Yan, Xingyao Zhang, Jingweijia Tan and Xin Fu
Department of Electrical and Computer Engineering

University of Houston
Houston, TX 77204-4005

Abstract

Delivering an excellent use experience to the customers is the top challenge faced by 
today’s mobile device designers and producers. There have been multiple studies on 
achieving the good trade-offs between QoS and energy to enhance the user experience, 
however, they generally lack a comprehensive understanding of QoS, and ignore the fact 
that each individual user has his/her own preference between QoS and energy. In this 
study, we overcome these two drawbacks and propose a customized power management 
policy that dynamically configures the mobile platform to achieve the user-specific 
optimal QoS and energy trade-offs to satisfy each individual mobile user. 

Introduction

Recently, there has been an exploding growth in the usage of mobile devices, and 
delivering an excellent user experience to all various customers is the top challenge faced 
by today's mobile device designers. It is well known that the Quality-of-Service (QoS) 
and battery life are the two paramount factors affecting the user experience from the 
computer system perspective. But QoS and long battery life can hardly be satisfied 
simultaneously. There have been multiple studies on obtaining the good trade-off 
between QoS and energy (i.e., battery life) to improve the mobile user experience [1] [2] 
[3]. However, they generally lack a comprehensive and accurate understanding of QoS, 
moreover, they ignore the user differences which play a quite important role in the user 
experience, e.g., some users may desire a long-life battery, while others may require high 
QoS. In this study, we aim to tackle the above two challenges (i.e., QoS measurement, 
and user differences) and explore a customized power management policy (CUSA) that 
dynamically configures the mobile platform to obtain the user-specific optimal QoS and 
energy trade-off and hence, satisfy each individual mobile user.

Methods

We first provide a novel and comprehensive definition of mobile device QoS from 
computer system perspective, and propose the accurate QoS measurement and 
management methodologies. In the past, the QoS definitions for mobile devices in our 
community are mostly based on the application execution time or application specific 
(e.g. web browsing) [1] [2]. For mobile applications with intensive user interactions, 
rather than the overall application’s execution time, what users care regarding quality of 
service are (1) the responsiveness that is the amount of time the system takes to process 
and display the desired contents after the user input, and (2) the display quality that is 
how well the contents are displayed in the screen. Both them have strong relation with the 
energy as well. In this study, we integrate these two factors into our QoS characterization. 
To accurately measure responsiveness, we propose a practical sampling-based
mechanism to identify when the useful contents are displayed. By using it, the 
responsiveness can be easily adjusted by changing the frequencies of CPU and other 

7



accelerators like GPU, thus trade with the energy. Moreover, to model and manage the 
display quality that is significantly determined by the displaying color, we explore a color 
approximation and transforming mechanism. It approximates a color with a new one, 
which is similar to the original but consumes less power. With our proposed mechanisms, 
trading the display quality with the energy becomes possible.

We then develop our customized power management policy (CUSA) for each individual 
mobile user based on the above proposed QoS modeling and management schemes. As 
an interesting observation of this work, we find that a user’s personality largely 
determines his/her preferences between the QoS and battery life. For example, people 
exhibiting strong trait on agreeableness show strong interests in gaining the long battery 
life and pay less attentions to the display quality as they usually have a lot of friend and 
the long-life battery is important for them to keep connected. The conscientious people 
prefer the high system responsiveness, since they are highly organized and usually have 
regular charging behavior and the long battery life is less attractive to them. Based on this 
observation, we propose the online personality-guided user satisfaction prediction model 
that predicts individual user’s satisfaction with the execution of certain mobile 
application based on its delivered QoS (measured by our above proposed QoS model) 
and energy consumptions, under the guidance of the user’s personality. Finally, by 
leveraging this model, we explore the personality-guided user satisfaction optimization 
scheme that intelligently configures the system parameters (e.g., CPU frequency, GPU 
frequency, display color) at run time to satisfy each individual mobile user.

Results

Fig.1 (a) User satisfaction with CUSA and other power management policies for different users; (b) User 
satisfaction with CUSA and other power management policies for different mobile applications
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Abstract

Supporting real-time and mobile data services, fog computing has been considered to be a 
promising technology to overcome long and unpredicted delay in cloud computing. 
However, as resources in the fog nodes (FNs) are owned by independent users or 
infrastructure providers, the data service operators (DSOs) are required to communicate 
with FNs and allocate resources from the FNs to the authorized data service subscribers 
(ADSSs). In this work, we propose a three-layer hierarchical game framework, where 
optimal strategies of each DSO, FN and ADSS are designed to obtain stable and optimal 
utilities in distributed fashions.

Introduction

Ever since the digital revolution half a century ago, the scale of digital data has grown 
exponentially. Nowadays, for some emerging data services and applications, such as 
vehicle-to-vehicle communication, augmented reality and smart grid, not only the volume 
of resources, but the service delay and delay jitter determine the quality of service (QoS) 
[1]. Moreover, most resources in cloud are physically located far from ADSSs, failing to 
support the requirements of mobility and real-time interactions during the data services. 
Accordingly, in order to improve QoS for ADSSs, it is necessary to pull the computing 
resources closer to ADSSs [2].

In 2014, the idea of fog computing was first proposed by Cisco [3]. The fog computing, 
similar to cloudlet, edge computing proposed by other companies, is composed of geo-
distributed fog nodes (FNs), which can be any fixed or mobile collaborative devices with 
built-in data storage, computing and communication devices. Benefiting from the small 
scale, low cost and mobility, the FNs located around ADSSs are able to offload data 
traffics from the cloud, reduce the communication cost in the networks and provide real-
time, location-aware data services [4].

Analysis and Methods

Nevertheless, the fog computing architecture considered in prior work is based on a 
single, centralized DSO scenario, which simplifies the system architecture and lacks 
generality. Following the sequential decision making behaviors for the distributed DSOs, 
FNs and ADSSs, game theory can be considered as a powerful tool to solve the resource 
allocation problem. In this work, we propose a three-layer hierarchical game framework
with three sub-games.

We first introduce the Stackelberg sub-game for the interaction between the DSOs and 
the ADSSs to solve the virtualized resource allocation problem. The key problem is the 
pricing mechanism.
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Then according to the amount of requested virtualized resources, in order to motivate the 
FNs to offer the optimal amount of virtualized resources, the moral hazard model in 
contract theory is utilized to model the interaction between the DSOs the FNs. The key 
problem is the incentive mechanism design between the DSOs and FNs.

Based on the offered physical resources and provided virtualized resources, the student 
project allocation matching sub-game from matching theory is adopted to achieve a stable 
resource allocation solution. The key problem is resource matching in a distributed which 
is combinatorial in nature.

Results

We evaluate the performances of ADSSs in Matlab, with the number of ADSSs 
increasing, regardless of the computing data size for each ADSS, the total utility of 
ADSSs generally increases. The utility of the ADSS in fog computing can be better than 
the utility in cloud computing. 

Fig. 1.  The utility of ADSSs with the number of ADSSs increasing in both cloud computing and 
distributed fog computing scenarios.

Conclusion

In this paper, the optimal strategies of each DSO, FN and ADSS is designed with a three-
layer hierarchical game framework, so that all DSOs, FNs and ADSSs achieve stable and 
optimal utilities in distributed fashions.
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Abstract

In this paper, we study full duplex (FD) massive multiple-input-multiple-output (MIMO) 
systems. We consider a base station equipped with massive MIMO which can operate 
either in FD or half duplex. We derive bounds for both the uplink and downlink 
capacities when the number of antennas grows asymptotically. We find the necessary 
conditions for the base station to work in FD in terms of the number of transmitting 
antennas, co-channel interference and self-interference cancellation. Simulations results 
validate the derived capacity bounds and thresholds obtained for FD communication.

Introduction

Full-duplex (FD) can double the data rate achieved by half duplex (HD) transmission 
because it allows each node to simultaneously transmit and receive at the same time and 
frequency resources. However, the main hurdle that limits the capacity gain is the high 
self-interference (SI) caused by the node's transmission on the node's reception. Recently, 
the evolution in the SI cancellation has revived the attention to FD communication [1]-
[2]. Additionally, large scale multiple-input multiple-output (MIMO) or massive MIMO 
[3] is expected to achieve network densification by largely increasing the number of 
active antennas which increases spectral efficiency.

Our contributions in this paper are summarized as follows:
Investigating the difference between FD and HD in terms of the received power, co-
channel interference (CCI), and multiuser interference (MUI). 
Deriving upper and lower bounds for the DL and the UL capacities, respectively, for
both FD and HD communications when number of antennas grows asymptotically.
Determining the necessary conditions to be satisfied for the FD mode to outperform 
the HD mode.

System Model

Fig.1. System Model
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Asymptotic Analysis

We will derive upper bounds for the DL capacities for the FD mode and the HD mode. 
Additionally, we will derive lower bounds for the UL capacities of both the FD and the 
HD modes. An upper bound for the FD DL rate is given by

A lower bound for the FD UL rate is given by

Similarly, an upper bound of the HD DL rate and a lower bound for the HD UL 
rate can be derived.

Numerical Analysis

Fig. 2. Variation of Full Duplex Downlink and Uplink Capacities with Uplink 
Transmission Power

Fig. 3. Validating the values of 
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Abstract

Variability in size, shape, and clumping cells together make finding the positions of cell 
nuclei challenging. Since accurate algorithms are often computationally intensive, 
segmentation is too slow for large 2D images, video, and 3D images. This work is 
focused on automated detection of cell soma in thionin stained Knife-Edge Scanning 
Microscopy (KESM) images using iterative voting technique. It provides several 
advantages, including: minimal user input, no user feedback, and highly parallel design. 
The high level of parallelism built in to our algorithm means that the algorithm is 
scalable, allowing the allocation of additional computational resources to improve 
segmentation speed.

Introduction

Fully automated techniques are required in order to realistically process the volumetric 
data sets. Maintaining high accuracy with minimal user input is a well understood 
problem in segmentation. In this paper, we describe an automated method for finding the 
position of cell soma in images stained using thionin (Nissl) and imaged using Knife-
Edge Scanning Microscopy (KESM) [1]. Iterative voting algorithm is an appropriate 
technique for finding the cell nuclei in 2D datasets [2]. We used this algorithm to find 
cell nuclei in the 3D datasets and for improving time performance, we parallelized 
iterative voting and used the GPU.

Method

Iterative voting is a blob detection algorithm and can precisely detect the cell nuclei
locations in different type of images. So we extend this algorithm for three dimensional 
data sets, and since it is computationally expensive, we implemented that on the 
heterogeneous platform (GPU-base) to improve the time performance. Every pixel of the 
dataset generates a conical voting field based on the pixel gradient magnitude and 
direction. All voting fields are integrated to produce a vote dataset, where the magnitude 
of each pixel reflects the probability of a cell centroid at that position. This vote dataset is 
then used to refine the direction of each voting field. The vote dataset is then iteratively 
refined and local maxima of high intensity values in the vote dataset are calculated and 
labeled as cell centroids. We develop a GPU-based algorithm to calculate the vote dataset 
and update the voting fields in a practical time frame. However, these calculations can be 
highly parallelized by (a) computing the vote dataset for each pixel independently and (b) 
updating the voting field for each pixel independently. Both of these calculations can be 
represented as a 3D template function. The most time consuming part of this algorithm is 
computing the conical voting field for every pixel at thread level, which needs the 
information of neighboring pixels that required lots of data fetching for each thread. To 
overcome this issue, we take advantage of atomic operations to calculate the vote dataset. 
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Results

We applied the GPU base iterative voting algorithm on the KESM dataset. The 3D 
implementation of iterative voting localizes most of the cells in the data set. Figure 1 
shows three neighboring slides of a crop of the data set. The red areas are the voted ones 
by iterative voting. By finding local maxima and then threshold that, position of each cell 
will be found.

Fig. 1. Three slides of Nissl data set overlaid by the voting dataset (red areas).

For 128cube chunk of dataset, we manually make a ground truth and compute the 
validation features for both 3D iterative voting implementations on C++/CUDA and
MATLAB. The precision-recall curve in figure 2 (a) shows the validation results that 
approves the accuracy of this algorithm improved due to parallelizing. Time performance 
of the parallelized iterative voting algorithm is the other important feature that makes 
using this algorithm practical for large images, videos and 3D datasets. Figure 2 (b)
displays the required time for running this technique as parallel and sequential.

Fig. 2. (a) Precision-Recall curve for parallel and sequential implementation, (b) Time 
performance for 3D iterative voting running on CPU (MATLAB) and GPU (CUDA).

Conclusion

Validation results demonstrate that our algorithm works well for detecting cell nuclei in 
volumetric data sets that include cells with varying sizes and shapes, and also it has been 
shown to be robust in images where cells are densely packed. By parallelizing the 
iterative voting algorithm and running on the GPU, performance significantly improves.
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Figure 1 Breast tissue stained with H&E  stain (left) 
and IT imaged breast tissue  classified using only 
10 features selected by GA-LDA here green is 
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Abstract
Vibrational spectroscopy has become popular among researchers as an alternative for 
histopathological studies. However, imaging with FTIR (Fourier Transformed Infrared 
spectroscope) takes long time and generates large (terabytes in size) spectroscopic image 
per tissue section. Hence, we propose use of GA-LDA (Genetic Algorithm – Linear 
Discriminant Analysis) feature selection algorithm to reduce dimensionality and enable
fast imaging using discrete frequency infrared system. GA wraps around Fishers’ ratio as 
a fitness function and selects best feature subset over a number of iterations using 
Fisher’s criteria. We further demonstrate that the GPU (Graphics Processing Unit)
implementation of algorithm makes feature selection fast with huge data sets.

Introduction
Histopathological staining technique is in practice from several years but results of these 
studies are non-quantitative and prone to human errors. Whereas, vibrational 
spectroscopy has the potential to standardize and automate histopathological analysis [1].
However, drawbacks like long imaging time and large data size per tissue hold it back 
from clinical applicability. Hence, we have proposed GA-LDA as
a feature selection algorithm for 
dimensionality reduction of IR spectroscopic 
data. We have compared it with popular 
dimensionality reduction technique PCA in 
spectroscopy. Features selected with GA-
LDA algorithm provides better classification 
performance for various types of tissues. 
GA-LDA serves two purposes - it reduces 
dimensionality and enables discrete
frequency imaging by finding spectral 
markers for classification. In order to select robust spectral markers irrespective of 
patients, we use tissue microarrays (TMAs) which include tissues form hundreds of 
patients on the same slides. These imaged datasets are large in size and therefor make the 
feature selection computationally extensive. We further improved GA-LDA
computational efficiency by implementing it on GPU. This helped us to test our 
algorithm on different types of tissues and observe differences in results due to change in 
histology protocols and/or data preprocessing.

Methods and Materials
Hyperspectral images (HSI) of tissues are collected using Agilent FTIR spectroscope and 
also using Spero QCL (quantum cascade laser) system. For IR imaging, tissues are placed 
on IR transparent CaF2 window and adjacent sections placed on positively charged glass 
slides for generating groud thruth using conventional histopathology techniques. HSI 
images from FTIR are collected in low magnification mode with 15x IR objective with 
0.65 NA, it gives pixel size of 5.5 m. Raw hyperspectral image goes through

0.5mm 0.5mm 
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preprocessing like baseline correction and normalization before feature selection and 
classification. These preprocessing ensures that we are selecting features based on 
chemical information by matigating effects of structural artifacts. 
GA-FDA feature selection is supervised feature selection and it uses ground truth 
obtained from chemical stains of adjacent sections. It selects feature subsets and it helps 
to avoid selection of correlated features which is highly probable for algorithms which 
select features on an individual basis. With GA-LDA, we have another advantage of data 
parallelism. In GA-LDA algorithm, we are using linear discriminant analysis (LDA) as a 
function, which evaluates each candidate solution from the GA population at every 
generation to find optimal solution [3]. GA search by doing this evaluation for each 
candidate solution which is feature subset in our case, on CPU takes long time. On the 
other hand if we use GPU and compute score of each candidate solution in parallel then it 
makes GA-LDA algorithm a lot faster. Improvement in computation time grows 
exponential with data size. Also, if we increase population size then GA converges fast to 
optimal solution and needs less number of generations for finding optimal solution. 

Results
Our proposed method has been tested on breast, bone, kidney, liver and prostate tissues. 
Breast tissue classification results are shown in the following charts. Training and 
validation is done on images from different slides for seven different classes but for better 
visualization only four classes’ results are plotted. We found that GA-FDA performs
slightly better than PCA on complex data sets as well with advantage of spectral marker 
selection.

Conclusion
GPU implemented GA-LDA is a fast and better way to find spectral signatures on huge 
data sets. Classification based on spectral signature provides high accuracy for cancer-
relevant tissue types. This also enables use of these spectral markers for Discrete 
Frequency IR (DFIR) imaging.
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Abstract

Automated profiling of individual cell-cell interactions from high-throughput Time-lapse 
Imaging Microscopy In Nanowell Grids (TIMING) provides a method for studying 
variations in the effectiveness of engineered immune calls. However, current algorithms 
used to perform segmentation and tracking are slow and computationally expensive. This 
is primarily due to reliance on eigen decomposition of a large sparse matrix. In this paper, 
describe a revised algorithm that is able to achieve a 3% improvement in accuracy with a 
10X speedup using GPU computing. This allows real-time data processing without the 
need of high-performance clusters and time-consuming data transfers.

Introduction

In order to achieve real-time performance in TIMING data sets with minimal parameter 
tuning, we first simplify the TIMING pre-processing pipeline by (1) implementing a 
GPU-based median filter and (2) use iterative voting [2] to identify cell centers. Instead 
of relying on spectral clustering, our clustering algorithm combines connected-
components with the cell centers to identify the pixels associated with each identified 
cell. Compared with the previous spectral clustering algorithm, we are able to reduce 
over-segmentation, increasing accuracy by 3%, and improve performance by a factor of 
10X. 

Methods

1. Image Pre-processing

Fig. 1. Iterating voting for identifying cell centers

We perform Normalized Cross-Correlation (NCC) based template fitting method to get 
nanowell location automatically. Smooth image using a median filter with radius 3 while 
preserving cell boundaries and then make first segmentation by Using K-means with 
feature Intensity. In order to extract cell centers, we use Iterative Voting, in which every 
pixel of dataset generates a conical voting field based on the pixel gradient magnitude and 
direction and all voting fields are integrated to produce a vote image that is used to refine 
voting field direction. Vote image is then iteratively refined and local maxima of high 
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intensity values are calculated and labeled as centroids. Result is shown as Figure 1. 
Finally, crop segmented images and cell-centers image into nanowell blocks.

          
2. Cell Clustering

Spectral Clustering: Given N foreground pixel coordinates, compute similarity matrix 
W and then compute Degree matrix D of W row-summation. Next, compute un-
normalized graph Laplacian matrix: L = D - W. We calculate their eigenvectors U based 
on LU = DU. Finally, using K-means, cluster the foreground points corresponding to the 
rows of into clusters C and re-label the foreground pixels based on these classes.

Connected-components with cell centers distance Clustering (CCD Clustering):
Firstly, label connected-components by processing runs of input image [4]. We set every 
connected components cluster as one run per row. Get run-length encode the input image 
and then scan the runs, assigning preliminary labels and recording label equivalences in a 
local equivalence table. Resolve the equivalence classes and relabel the runs based on the 
resolved equivalence classes. Inside each connected components cluster, find out the cell 
centers and then calculate the distances between the cluster points and cell centers, 
choose the minimum distance and then re-label the point as corresponding cell center.

Results & Conclusions

Spectral clustering takes 1m 21s per slice and CCD clustering takes 1.1s per slice. Two 
clustering results are shown as Figure 2. There are three pairs and in each pair, the left 
one is spectral clustering result and another one is CCD Clustering result. For pair (a), the 
left one cells are over segmented. Pair (b) get the same results. For pair (c), some pixels 
of the left one are clustered falsely. So compared with the previous spectral clustering 
algorithm, we are able to reduce over-segmentation, increasing accuracy efficiently and 
improve performance by a factor of 10X. 

                     (a)                                             (b)                                            (c)
Fig. 2. Three pairs for Spectral clustering and CCD clustering results

References

[1] A Merouane, N Rey-Villamizar, Y Lu, I Liadi, G Romain, J Lu, H Singh, L J.N. 
Cooper, N Varadarajan, B Roysam1, “Automated profiling of individual cell–
cellinteractions from high-throughput time-lapseimaging microscopy in nanowell grids 
(TIMING)”, OXFORD, doi: 10.1093/bioinformatics/btv355, June 2015.
[2] L Saadatifard, D Mayerich, "Fast Automated Cell Nucliei Segmentation In Large 
KESM Images Using GPU", GRC, pp: 9-10, 2.
[3] Wu, X. et al. (2004) The local maximum clustering method and its application in 
microarray gene expression data analysis. EURASIP J. Adv. Signal Process., 2004, 53-63.
[4] Haralick, Robert M., and Linda G. Shapiro, Computer and Robot Vision, Volume 
I, Addison-Wesley, 1992, pp. 28-48.

18



VISUALIZATION AND VALIDATION SYSTEM FOR HIGH-THROUGHPUT 
QUANTITATIVE CHARACTERIZATION OF TIME-LAPSE IMAGING 

MICROSCOPY IN NANOWELL GRIDS (TIMING)

Hengyang Lu1, Melisa A. M. Paniagua2, Navin Varadarajan 2, and Badrinath Roysam1

1 Department of Electrical and Computer Engineering
2 Department of Chemical and Biomolecular Engineering

University of Houston
Houston, TX 77204-4005

Abstract

Time-lapse Imaging microscopy in nanowell grids (TIMING) is a powerful tool for 
quantifying and analyzing interacting T cells and cancer cells in vitro. In our previous 
work, an automatic high-throughput micrograph processing pipeline has been built to 
segment and track each individual cells. Here, we present a novel visualization system to 
give better access to the pipeline output results. With this system, biologists can validate 
the outputs and fine-tune the results efficiently.

Introduction

It is important and meaningful to monitor the interactions between CAR-T cells and 
cancer cells and screen out the group of T cells [1] scoring the best in killing cancer cells.
TIMING method offers a great chance to fulfill this task. With nanowell grid 
confinement, T cells and cancer cells are monitored, segmented, tracked and quantified 
within each individual unit, Fig. 1-D&E. This confinement increases the possibility of 
interactions between cells and the sparsity of cell distributions improves the accuracy of 
cell profiling results. A step further from our previous work [2], we develop an integrated 
visualization system for validating the cell profiling results, and details are covered in 
Section Methods.

Methods

(A) Format the output data. One TIMING dataset contains multi-spectral time-lapse 
images of several blocks, shown in Fig 1-A and B. To format the output data from the 
micrograph processing pipeline, we chop off the images in space and time, shown in Fig.
1-C, where a nanowell is cropped, and save them in standard format.
(B) Profiling of nanowells. A simple classification of nanowells is based on the number 
of T cells and cancer cells detected in them. By specifying some pre-set parameters, the 
profiler can generate separate tables containing nanowells of the same ratio between T 
cells and cancer cells, shown in Fig. 1-G. The calculated feature parameters are listed in 
Fig 1-F. And the killing summaries are in Fig. 1-H.
(C) Single nanowell observatory and feature board component. By clicking any 
nanowell shown in the table, a single nanowell observatory window will pop up, shown 
in Fig. 1-H. Users can go and check out the features of cells detected in that nanowell,
shown in Fig. 1-I. One of the most useful part of the feature board module is to check out
the ANNEXIN-V level and confirm the killing and death events of cells.
(D) Re-editing module to fine-tune the results. If some errors does happen for one 
nanowell, say over- or under- segmentation of cells or some tracking mismatches, users 
can trigger the re-editing module and do quick corrections of the results [3]. After the 
fine-tuning, the validated nanowell results are saved into the reliable nanowell repository.
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This validated nanowell repository can be used as training set for state-of-the-art machine 
learning modules, which is our work in the future.
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F TIMING Profiler
Parameter List:

tSeek, tContact
tDeath, tEffDeath
dWell No Contact
dWell Contact
AR No Contact
AR Contact

A

B C D E

G H

I

N = 1, t = 5 min

N = 2, t = 10 min

N = 72 t = 360 min
N = 71, t = 355 min

Fig. 1. TIMING Overview (A). Montage of nanowell blocks, scale bar: 500 m; (B) Snapshot of one 
nanowell block, scale bar: 50 m; (C) 72 time-lapse snapshots of single nanowell, scale bar: 25 m; 
(D) Cell segmentation result of nanowell in (C), scale bar: 25 m; (E) Effector (T cell) and Target 
(Cancer cell) Cell moving path; (F) TIMING profiler parameter list; (G) Feature table for all the 
nanowells having 1 Effector and 3 Target cells; (H) Nanowell Re-Editing Box; (I) Feature board for 
one single nanowell; (J) Killing summaries for all the nanowells in one given dataset.
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Abstract

Serial electron microscopy provides a method for imaging brain tissue in 3D at nano-
scale resolution. While this provides sufficient resolution to reconstruct neuronal 
connections, the data sets are too dense to be amenable to modern segmentation 
algorithms. Current reconstructions rely on manual segmentation and crowd-sourcing. 
Since segmentation is currently a labor intensive process, tools that allow users to 
identify areas of interest in these dense data sets are tremendously useful. We propose a 
new method for visualizing these data sets to make them more amenable to human 
interpretation. We first build a structure tensor field, which can be generated out-of-core 
for large data sets. The processed data consists of a symmetric rank-2 tensor field 
describing the local structures, such as fibers and membrane surfaces. It is more robust to 
scaling than the raw image data, providing a method for scalable visualization. In 
addition, we demonstrate the use of fiber tractography to visualize the direction and flow 
of neuronal connections.

Introduction

The application of optic flow in estimation and segmentation have made extensive use of
the structure tensor. The 3D structure tensor characterizes local image variation at each 
pixel [1].
1. Structure Tensor: The structure tensor is generally used to obtain the orientation of 
structures within the neighborhood of location p in the given input image. The second 
order structure tensor T is as follows

                                                (1)
Where Tij is the (i, j)th element of . The window function is shown as w, Ii and Ij are the 
gradients of I along ith and jth dimensions, and r is a coordinate in the N-dimensional 
image.
For the ease of implementation, the structure tensor S is represented as a convolution of 
the autocorrelation of the gradient with a window function w:

                                   (2)

                                                             (3)
(4)

2. Tractography: The tractogram (a scalar field indicating a connectivity score between 
voxels) is visualized by nested surface layers, providing an overview of long-range 
connectivity. Unique dataset features are reflected by value-based opacity, and further 
enhanced by depth cues. A current literature present a multi-modal visualization approach 
for probabilistic tractograms in an MRI-based context. It gives a multi-surface 
representation for the probabilistic tractograms because they convey long-range 
connectivity better than slice-based representations, and thus satisfy requirement.
Moreover, they enable a user to obtain a good 3D impression along the view direction, 
and to approximate the value distribution in between.

Comment [WU1]: Move this and 
tractography into the introduction. In 
“Methods” describe the implementation. Out-
of-core processing, resampling, etc.
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Methods

3D structure tensor algorithm (3D-STA) takes a sequence of images I(x,y) as an input, 
generally consisting of scalar values represented by 8- or 16-bit integers. These images 
are stacked together to create a volumetric scalar field V(x,y,z), where x, y and z are the 
3D coordinates. However, the entire volume V is likely too large to fit into memory. This 
problem is exacerbated by the size of the resulting structure tensor field, since each tensor 
requires six (6) unique values generally represented with 32-bit IEEE floating point 
precision. This means that the resulting tensor field is between 16 and 64 times the size of 
the original data. The original structure tensor field has been resampled to make further 
processing faster. They have been resampled by a given factor using a box filter. 

Results

The given stack of images was used for building 3-dimensional structure tensor matrix 
corresponding to each voxel. From each matrix three eigenvectors were obtained using 
Eigen decomposition method. The smallest Eigenvector was used to determine the 
direction of the fiber and create a colormapped image based on the R-G-B value 
respectively.

Fig. 1.  (a) Serial image image and (b) colormapped image corresponding to the smallest eigen 
vector computed on the structure tensor matrix.

(a)                  (b)
Fig. 2.  Fiber cluster in the (a) SEM (Serial Electron microscopy) image (b) colormap image
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Abstract

With mobile brain imaging (MoBI) technology, this work examines the EEG of the 
subjects when they engaged in art perception in an unconstrained museum setting. 
Multimodal data was collected from 50 subjects. Differences in EEG in relation to gender 
were analyzed while they were involved in self-paced evaluation of a series of exhibits at 
Blaffer Art Museum. After denoising the EEG, features like bandpower and sample 
entropy was computed. An MLP was trained using these features to classify groups into 
different genders. Cross-validation resulted in a classification accuracy of 78.73%

Introduction

It has been argued that the choices the subjects take in a lab systematically differ from 
most of naturally occurring environment and hence are not generalizable [1]. Most of the 
studies related to neuroaethetics are performed in a constrained setting using fMRI and 
MEG imaging techniques which are limited by portability issues. With MoBI technology 
we intend to analyze the neural response in art perception in a natural setting and see if 
there exists any neural signal difference based on gender.
Methods

Data was collected from 50 subjects while they were exploring the inter relationship of 
time and thought in contemporary art from the works of 11 artists under Time/Image 
exhibits at the Blaffer Art Museum. Along with instances involving evaluating the 
exhibits [1-5], the study also included segments in which subjects were reading the 
description of each exhibits as well. The signals were bandpass filtered (1-50Hz) and 
divided into 2s windows. The windows having signal amplitude > 50uV or acceleration 
value >4 m/s2 were removed. The selected windows were then checked visually to ensure 
other artefact contaminated windows are removed. Right frontal channel (AF8) has been 
widely studied to be involved with creativity and art perception [2]. In order to see if 
there exists a gender biased neural signature, we performed K means clustering on the 
power spectral density of the signals in each window for the channel AF8 .The number of 
clusters required were found to be 12 using elbow method. A 3 layer Multilayer 
Perceptron model was then trained to classify into groups based on gender using a total of 
13 time and frequency domain features like kurtosis, skewness, band powers and 
complexity measure called SampEn [3]. The features were selected from a pool of 50 
features after performing t-test to find if significant difference exists between the two 
groups. Those features that had a T value>5 was selected.

Results

It can be seen from Fig 1 that there seems to exist a gender bias in the PSDs. We can see 
that there are a few clusters/patterns which are highly biased towards male (cluster 2 & 6) 

23



while there was some other clusters which are biased towards the female group (cluster 9 
& 12). Clusters 7 & 10 are example clusters which has nearly same gender distribution. 
The 10 fold cross validation with 80% data used for training gave a classification 
accuracy of 78.73% across all exhibits. It was found that selecting Instances involving 
exhibit 2 and Read alone gave accuracy as high as 88.3%.

Fig. 1.  Examples of  significant clusters from the K-means clustering (12 cluster) of PSD for EEG 
in AF8channel.[A]-electrode location ;[B]-PSD plot;[C]-gender distribution in cluster across 
exhibits(exemplars);[D]-No. of male & female per cluster;[E]-SampEn distribution across clusters.

Discussion

It is evident from the Fig.1. C & D that gender bias is not limited to any particular exhibit 
which might suggest it to be a generic unique signature while evaluating exhibits. The 
female dominated clusters seem to have a higher gamma power and SampEn compared to 
that in male dominated clusters. Relatively lower SampEn in cluster 2 & 6 indicates more
regularity [3] in the signal which might suggest the people are focused and attentive to 
the task of viewing the exhibit. Classification gave promising results suggesting that there 
does exist differences in the neural signals based on gender during evaluation of art.
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Abstract

Volitional control of lower-limb prostheses has been demonstrated using 
electromyography (EMG)-based controllers; however, these systems lack the ability to 
predict locomotion mode transitions with advanced notice. We investigated the feasibility 
of detecting the transition from level to stair walking from electroencephalography 
(EEG). We observed significant increases in activation of cortical visuomotor networks 
when transitioning from level-ground to stairs. Significant changes in the activations can 
be detected up to ~1 second in advance of state-of-the-art systems. These findings are a 
further step towards the development of a multimodal neural-machine interface (NMI) 
for intuitive and flexible control of powered prosthetic legs. This research is partly
supported by NSF awards IIS-1302339

Introduction

Currently available prosthetic devices lack the inherent ability to interpret the user’s 
intent during locomotion.  Volitional control of lower-limb prostheses has been 
demonstrated using electromyography (EMG)-based controllers, in which activation of 
the muscles of the lower-limb can be harnessed to decipher user intent.  However, 
although robust during continuous locomotion, EMG-based systems (which rely only on 
peripheral nervous signaling) lack the ability to predict locomotion mode transitions (e.g., 
level ground to stairs, stairs to level ground) with advanced notice. In this study, the 
feasibility of detecting user locomotion modes (i.e., level-ground walking vs stair ascent) 
from non-invasive electroencephalography (EEG) signals is investigated in able-bodied 
individuals.

Methods

Subjects were instrumented for full-body mobile brain-body imaging, including EEG, 
EMG, and motion capture, while walking on an experimental gait course involving 
locomotion on level-ground, stairs, and ramps (Fig. 1).   A systematic EEG processing 
method was implemented to reduce artifacts (e.g., eye blinks/movements, muscle 
artifacts) and identify neural correlates of multi-terrain walking.

Results

Our results revealed the involvement of four distinct regions in the brain during the 
various locomotion modes: left and right occipital lobe, posterior parietal cortex, and 
central sensorimotor cortex. Additionally, we observed significant differences in spectral 
power in the occipital cluster between level-ground (LW) and stair (SA) walking, likely 
indicating heightened involvement of the visuomotor pathway (Fig. 2).  These significant 
cortical activations can be detected up to ~1 second in advance of state-of-the-art 
myoelectric controllers.
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Fig. 2. Time-frequency analysis of IC activations in the occipital cluster for LW to SA. A) 
Spectrogram of full trial B) Location of equivalent dipoles in the occipital cluster. C) Significant 
differences in spectral power between LW and SA. D) Spectral power extracted from different 
bands. E) Illustration of lower limb patterns during LW and SA walking.

Discussion

Currently available lower-limb prostheses (fully passive and microprocessor) offer
limited volitional control by the user and result in reduced overall mobility. Recent 
advancements in powered lower limb prostheses allow for more intelligent control and 
better locomotion functions in lower limb amputees. The most advanced and desirable 
strategy for control employs user intent detection to combine volitional and autonomous 
control of the device during locomotion.  The incorporation of neural signals, specifically 
muscle and brain, may offer a viable method for volitional control by directly interpreting 
signals from muscle and cortical brain activations.  Volitional control has been previously 
demonstrated by using electromyographic (EMG) signals from the lower limbs; however, 
this approach is limited when transitioning between terrains since the information is not 
available in advance of the movement.  The inclusion of neural information from the 
brain may provide global motor information that can be used to predict the upcoming 
motor state in advance of the movement (i.e., transition from level ground to stairs). 

In this study, we observed that activity in the visual cortex is modulated during 
transitions from level walking to stair ascent.  Furthermore, the cortical activations 
signaling an oncoming transition were observed 1.27 seconds in advance of the time in 
which the amputee would begin walking on the new terrain.  These findings have 
implications for developing a neural decoding paradigm that is capable of predicting, 
rather than responding to, the user gait intentions. Future work will focus on developing 
a neural-machine interface that utilizes cortical information during visual processing to 
assist in the prediction of terrain transitions.  The addition of neural information from the 
brain may allow for improved transition between terrains, thus reducing the risk of falls 
and injury by the user.
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Abstract

In this study, we firstly compared Stroop working memory response in 13 mild 
traumatic brain injury (mTBI) patients and 7 normal controls, using amplitude and 
latency analysis. Group analysis of P300 component showed that mTBI patients exhibited 
statistically significant weaker response especially in the frontal, central and parietal 
regions, mainly differed from controls in the amplitude on the first visit and the 
differences disappeared after the second visit. The latency values did not show any 
differences. Secondly, sample entropy difference was consistent in the 3 different visit of 
mTBI subjects. These findings suggest that working memory ERP analysis may be used 
as specific biomarkers that can help with the diagnosis of and assess the efficacy of 
intervention in mTBI patients. Although patients have some recovery of P300 response, 
the mTBI still has a long lasting influence on the EEG signal.

Introduction

In our quest to understand how mTBI affects communication networks in the human 
brain, in our previous studies we used functional connectivity analysis of restingstate 
magnetoencephalographic (MEG) activity at the sensor level (Zouridakis et al., 2012; 
Pollonini et al., 2010, Dimitriadis et al., 2015;) and analysis of intracranial source 
localizations (Li, et al., 2015) to identify reliable biomarkers for mTBI characterization. 
In this study, we employ event-related potentials (ERPs) obtained in the context of a 
working memory (WM) paradigm to compare neuronal responses between mTBI patients 
and normal controls, which we hypothesize can be affected by brain injury. Sample 
entropy is a modification of approximate entropy, used for assessing the complexity of 
physiological time-series signals, diagnosing diseased states. Here we have used it to 
make analysis of EEG channels signal. 

Methods

For this study we recruited 13 mTBI subjects (7 males, average age 25.6) and 7 normal 
controls (4 males, average age 27.2). Data were obtained at the Huntington Medical
Research Institutes (HMRI) in Pasadena, CA, USA. In the Stroop task, subjects will see 
words red, green, or blue printed in red, green, or blue color. Congruent trials mean color 
and words match, incongruent trials mean color and word do not match. Subjects will be 
required to push button using the index, middle, and ring fingers of their right hand in 
response to different COLOR of the word. 50% of trials will be congruent and 50% of 
trials will be incongruent. Continuous electroencephalographic (EEG) activity was 
acquired using a dry electrode system. Most mTBI subjects had three recording sessions. 
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The first visit was conducted within one week after the injury, whereas the second and 
third visits were completed two and four weeks, respectively, after the first visit.

ERPs were preprocessed to detect and remove electrophysiological noise, such as 
muscle activity and eye movements. We grouped the cleaned 19 channels into five ROIs: 
Frontal (F3, Fz, F4), Central (C3, C4, Cz), Parietal (P3, Pz, P4), Left Lateral (F7, T7, P7), 
and Right Lateral (F8, T8, P8). We used a time window between 300 and 700 ms post-
stimulus within which to identify the P300 component for each subject and then 
computed the amplitude and latency of the component in each region for all mTBI and 
control subjects. The average ERPs of five ROIs are shown below in Fig.1 and Fig.2,
control is in blue and mTBI is in red. Based on the cleaned ERPs, we have applied 
sample entropy method to each channels to generate a group of entropy features to each 
subject. Then we have applied MANOVA and ANOVA to finish the group analysis of 
amplitude/latency of P300 component and sample entropy of channels.

Fig.1 Average ERP of incongruent test               Fig.2 Average ERP of congruent test

Results and Discussion

The above results combined point to the amplitude being the most interesting measure. 
mTBI patients in general respond weaker than control, especially in the frontal, central 
and parietal region. The fact that mTBI mainly differed from controls in the amplitude on 
the first visit and the differences disappeared after the second visit confirms previous 
findings that patients had some recovery during the experiment. The complexity of the 
signals didn’t completely recover even after the third visit, which is an evidence that 
deficits in mTBI patients may persist for years.
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REDUCTION OF RADAR CROSS SECTION USING 
ACTIVE ANTENNA ELEMENTS

O. H. Council, Sohini Sengupta, D. R. Jackson, and S. A. Long
Department of Electrical and Computer Engineering

University of Houston
Houston, TX 77204-4005

Abstract

The traditional approaches to reducing an object's radar cross section are passive in 
nature, such as changing the shape of an object or coating the object with a non-reflecting 
material. Here a new approach to solving this problem is explored, which is based on the 
principal of destructive interface between the reflected (return) radar signal from the 
object and a radiated signal that emanates from an antenna mounted on the structure. A 
canonical system model consisting of a sensor, feed network, and radiating element is 
analyzed, and results that show that under limited conditions an effective radar cross 
section reduction is possible.

Introduction

Examples of passive applications of traditional approaches to RCS reduction are the 
Lockheed-Martin F-117 fighter aircraft, the Boeing B-2 nuclear bomber and the USS 
Zumwalt (DDG-1000). The concept discussed in this research project is based on the 
principal of destructive interface between the reflected (return) radar signal and a radiated 
signal that emanates from an antenna mounted on the structure. By sensing the presence 
of the incoming signal and then radiating a canceling (nullifying) wave from a surface-
mounted antenna, it is theoretical possible to cancel out the total returned wave. Figure 1 
shows a functional design of a possible system that could carry out this function.

Figure 1 –Diagram of an active system for RCS reduction.

Analysis Method

The sensor, shown in Figure 1, is the input source to the system, and therefore must be 
characterized carefully. A simple analytic model for this sensor is based on the concept of 
an effective length of the sensor, together with a plane-wave analysis (based on a 

Patch Sensor

AmplifierPhase shifter

Incident plane wave
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Transverse Equivalent Network or TEN) to determine the fields in the vicinity of the 
sensor due to an incoming plane wave. In practice, the sensor will be connected to an 
isolation buffer between the sensor and amplifier, and therefore the open-circuit voltage 
of the sensor in the time domain when in the presence of the radiating patch and incident 
wave plane is important to characterize.  The output voltage of the sensor in the time 
domain is calculated by using the simple approximate (TEN) method as well as by using 
full-wave commercial software such as Ansys HFSS and CST Microwave Studio.

Results and Conclusions

Figure 2 shows how the approximate analytic TEN method compares to an HFSS 
simulation for the output of the sensor, using a simple “tripole sensor”. The simulation is 
setup uses a large plate (2m x 2m) in order to simulate a near-infinite ground plane. The 
results show reasonable agreement between the two different methods. 

Figure 2 – Results for the sensor output voltage (HFSS vs. TEN Model).

Ideally, the sensor is placed far enough away from the radiating patch antenna to 
minimize the coupling between the two. A more advanced sensor, called the “super 
sensor” is introduced to minimize this coupling.

Results will also be presented to show the RCS reduction obtained by using the system 
shown in Fig. 1, using the sensor to feed into an amplifier and phase shifter, which then 
feeds the radiating patch.
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Abstract
Rf hyperthermia (HPT) and rf ablation (RFA) procedures, for which cell temperatures are 
increased to 41-46 °C and above 56 °C, respectively, are well recognized methods for 
treatment of malignant tumors. However, they suffer from lack of selectivity toward 
cancer tissue. It creates a need for a method, which can increase specific heating on the 
target and reduce significantly the non-specific heating. In this work we provide the 
assessment of time reversal (TR) technique used to focus rf/microwave electromagnetic 
waves in hyperthermia treatment of deep-seated tumors. Basically, TR takes advantage of 
time invariance of Maxwell equations and it utilizes the time reversal mirror (TRM) to 
record the EM waves emitted from a source and reemit the time-reversed version back to 
the source. The TR technique can be combined with MRI/CT generating permittivity 
maps and as a result a virtual source can be used in TR technique allowing for non-
invasive focused heating of tumors. Simulations of focusing were done using both 
SEMCAD and CST Studio commercial software. Reverberating cavity concept was used 
to analyze parameters and effectiveness of the spatial and temporal focusing.

Introduction
The existing rf focusing methods such as annular 
phased array and ablation techniques, are either 
insufficient of sufficient focusing or invasive. In 
recent years, time-reversal (TR) technique [1], which 
strategy is based on the time-reversal invariance of 
EM waves, have been realized very efficiently in
acoustics, wireless communication, underwater 
communications, sub-wavelength imaging. When 
applied to focus cancer heating, an EM waveform 
originating at an internal tumor site, leads to rather 
complex waveforms received by each of an array of 
antennas completely surrounding the body due to 
interactions with intervening tissue as shown in Fig. 1.
Some simplification can be introduced when the system is enclosed in environment with 
highly reflecting and/or dispersing boundaries as shown in Fig. 2. First, a pulse is 

transmitted from Port 1 and the 
response to the pulse, after going 
through multiple paths in the 
reverberating environment, is 
recorded at Port 2. The response 
signal, known as “sona”, which has 
all the information about the 
environment. The response signal 
is then time-reversed at Port 2 and 
transmitted back to Port 1, where a 

Fig. 1. Multi-channel time-reversal 
problem in human body.

Fig. 2. Four step TR process in reverberating 
environment.
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time-reversed signal of the original signal is reconstructed. Also most of the transmitted 
power will concentrate in exactly the same location at where the original source was 
located [2].

Simulations
Simulations have been done in SEMCAD and 
CST Studio, both of them are FDTD based 
electromagnetic simulators. The geometry for the 
reverberating environment with scatters and two 
antenna ports is shown in Fig. 3. Port 1 was 
mounted on the front side of the 3D gigabox and 
Port 2 was on the right side of the box so that 
there are multiple paths from Port 1 to Port 2
generated by the scatters in the middle. We
transmitted a 300 ps Gaussian pulse, carrier 
frequency of 2.2 GHz, from Port 1, recording the 
response at Port 2 for a simulation time T = 400 ns. 
The response signal was then time-reversed and transmitted back to Port 1 to examine the 
temporal and spatial focusing.

Results and Conclusion
We have investigated two cases of focusing arrangement, the first one when a virtual 
antenna is inserted into a tumor, and the second one when the active antenna is outside of 
the body and passive nonlinear element is encoding the tumor position. The two 
commercial software packages gave the same results, showing very good temporal 
focusing as it is shown in Fig. 4, where power to noise ratio is approximately 13 dB.
Using the time-reversal technique, we can have both temporal and spatial focusing of an 
active source in a reverberating environment. Also we can make TR a non-invasive 

method by putting a passive 
nonlinear element in the system.
The new frequency components
generated by the nonlinear 
element will act the same as an 
active source and focusing was 
measured at the place where the 
nonlinear element was inserted.
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Fig. 3. A sketch of the reverberating 
box with scatters. The source antenna 
and TR mirror antenna are marked.

Fig. 4. Simulation results for temporal focusing: (a) 
original signal; (b) reconstructed signal in SEMCAD; (c) 
reconstructed signal in CST Studio.
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WIDEBAND LNA WITH 1.9 DB NOISE FIGURE IN 0.18 M CMOS FOR HIGH 
FREQUENCY ULTRASOUND IMAGING APPLICATIONS

Yuxuan Tang, Yulang Feng, Zhiheng Zuo, Qingjun Fan and Jinghong Chen
Department of Electrical and Computer Engineering

University of Houston
Houston, TX 77204-4005

Abstract

A receiver front-end circuit for wideband high-frequency ultrasound transducer 
applications is presented. The receiver is specifically designed for polyvinylidene 
fluoride (PVDF) ultrasound transducer imaging with a typical signal bandwidth of 10-60 
MHz. To achieve both low noise figure (NF) and good impedance matching (S11) 
performance, a noise and nonlinearity canceling technique is utilized in the LNA. The 
front end is designed in 0.18 m CMOS technology. Simulation results show the LNA 
achieves 1.9 dB NFmin, 24 dB voltage gain, and the whole receiver front end achieves 62 
dB voltage gain, 60 MHz 3-dB bandwidth and 2.2-3 dB NF.

Introduction

The demand for wideband high frequency (> 20 MHz) ultrasound imaging system is ever 
increasing. Such imaging systems provide better spatial resolution for ophthalmology, 
dermatology, and intravascular applications [1]. 
In ultrasound imaging front end, the LNA can be implemented as either a charge sensing 
amplifier or a voltage amplifier. Charge sensing LNA [2] often offers better noise 
performance. However, it is more sensitive to parasitic capacitance at the interconnect 
resulting from the bond wires and I/O pads. Recently, voltage mode amplifiers employing 
noise and nonlinearity canceling techniques [3-5] have been developed to achieve both 
robust design and better noise performance. Reference [3] proposes an LNA structure 
utilizing a combination of a common gate amplifier (CG) with a common source 
amplifier (CS) for noise canceling (NC), and achieves 2.98 dB NF. However, this 
structure is prone to gain mismatch between the CG and CS stages. Reference [4]
proposes a feedforward noise canceling technique for designing radio frequency LNAs 
achieving a NF of 2 dB from 2 MHz to 1.6 GHz. The core of the LNA is a resistive shunt 
feedback amplifier that incorporates an auxiliary amplifier for carrying out noise and 
nonlinearity cancellation. Apart from canceling the noise, voltage gain of the LNA can be 
also enhanced due to the feed-forward path.
In this project, we investigate the feedforward noise-canceling technique in designing 
LNAs for wideband high-frequency ultrasound imaging systems. In addition to the noise-
cancelling LNA, a PVDF ultrasound imaging receiver front end, including the proposed 
LNA, a variable gain amplifier and a low-pass filer, is also developed.  

Feedforward Noise-canceling Technique

Fig. 1 shows the schematic diagram of the feedforward noise canceling. The thermal 
noise of transistor M1 in the shunt-feedback/matching amplifier can be referred to its 
Gate (node X), and will be noninverting amplified by matching amplifier and inverting 
amplified by auxiliary amplifier. On the other hand, the signal Vs would be inverting 
amplified by both the two amplifiers. The opposite sign of the signal amplification and 
the noise amplification makes it achievable to cancel the noise while enhancing the signal 
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Fig. 2. NFs comparison of the proposed LNA w/ and w/o noise canceling

The NFs of the LNA with and without noise cancelling are compared in Fig. 2. With 
noise cancelling, the NF is improved by 3 dB over PVTs. At typical corner, the NF is less 
than 1.9 dB from 30 to 670 MHz. 
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Abstract

A portable bio impedance spectrometer was designed for electrical characterization of 
mitochondria. This spectrometer is developed to study the integrated response of 
mitochondria to changes in media substrates, uncouplers, and inhibitors and allows to 
find correlation with respiration states detected routinely by oxygen consumption. The 
goal is to enhance understanding of mitochondria dysfunction through information on the 
inner membrane potential. The spectrometer is equipped with a setup of miniaturized 
four-point probes to reduce polarization effects; they are especially detrimental in low 
frequency operation. In comparison to other impedance analyzers, our spectrometer is 
handheld and low cost. The circuitry has wide bandwidth of 100 Hz to 2MHz, and wide 

. The 4-point impedance probe is
designed to fit into Oxygraph 2K apparatus used for routine measurements of
mitochondria oxygen consumption. It allows both impedance and oxygen consumption to 
be measured simultaneously.

Introduction

Mitochondria in cells are double membrane structures separated by the intermembrane 
space, which encloses the mitochondrial matrix. The nonconductive (lipid) membranes 
show capacitive (C) behavior in parallel with resistance (R) representing more conductive 
intracellular spaces. The inner mitochondrial membrane (IMM), called cristae, is folded 
so its area, increases its capacitance, is much larger compared to the outer membrane 
(OM). Since generation of ATP and many vital mitochondrial functions depend on the 
inner ) it is a good marker for evaluation of mitochondria health
and energetic state or dysfunction. It can also be used to investigate the activity of the 
proton pump, electron transport system, and the state of mitochondrial permeability. 

and reperfusion injury. Mitochondrial dysfunction has been linked to many diseases 
including diabetes, obesity, heart failure and aging. Information about the membrane 
potential can be derived from dielectric spectroscopy, where an applied electric field 
induces a voltage at the membrane and superimposes it onto the membrane resting
voltage (membrane potential), to be then correlated with specific mitochondrial 
dysfunction. By measuring Bio-Impedance over a wide range of frequencies, known as 
Bio Impedance Spectroscopy (BIS), we can access information about the inner membrane 
processes. Generally current ‘I’ is used as the excitation signal. The picked-up signal then 
is the voltage drop V' caused by this current I on the impedance Z' of the object. From 
ohms law, impedance is then calculated as Z'= V'/I.

Formatted
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Design of Bio Impedance Spectrometer

In fig 2, the microcontroller is used to program AD9833 to generate different frequenxies 
from 100 Hz to  2MHz. The constant voltage from AD9833 is converted to costant 
current of 50nA by Voltage controlled current source. This constant AC curre
is injected into bio-sample by two exterior electrodes of four point probe, while the inner
electrode pair is used for measuring voltage on bio-sample of impedance Z . The voltage 
that appears across the load Z' is then amplified by instrumentation amplifier IA1 (with a 
gain of |A1|) and outputs VZ', while the voltage across the sample resistance R is also 
amplified by instrumentation amplifier IA2 (with a gain of |A2|) and outputs VR'. The 
sample resistor must be non inductive and thus the voltage on R can be regarded as in 
phase
VZ' = |A1| (VIN+ - VIN-) = |A1| Z' IOUT'

Fig. 2: Block diagram of bio impedance spectroscopy

The input range of the phase gain detector is 600 V to 600 mV. To increase the range of 
measurements, we use a variable gain amplifier which is controlled by microcontroller.  

Electrodes and Measurements

Four point probe electrode, for reduction of the polarization effect, built on an elongated 
rod is used as an impedance probe in Oxygraph. Measurements of impedance is done 
simultanously with the oxygen consumption by mitochoondria subjected to various 
biological agents such as uncouplers or inhibitors.

Fig. 3: The 4-point probe setup allows for insertion to Oxygraph.
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Abstract

Magnetic resonance imaging (MRI)-guided, manipulator-assisted interventions have the 
potential to improve patient outcomes. This work presents a force transmission 
mechanism, called solid-media transmission (SMT), for actuating manipulators inside 
MRI scanners. The SMT mechanism is based on conduits filled with spheres and spacers 
made of a nonmagnetic, nonconductive material that forms a backbone for bidirectional 
transmission. Early modeling and experimental studies assessed SMT and identified 
limitations and improvements. Simulations demonstrated the detrimental role of friction, 
that can be alleviated with choice of low friction material and long spacers limited by the 
desired bending of the conduit. 

INTRODUCTION

Magnetic resonance imaging (MRI) is a powerful diagnostic modality that is well 
established in pre-operative planning of interventions and surgeries. MRI is also 
advocated and emerging for real-time intra-operative guidance because it has excellent 
soft tissue contrast, lack of ionizing radiation, and an internal coordinate system to co-
register on-the-fly tools and images. To address the limited access to patients inside the 
high magnetic field cylindrical clinical MRI scanners, and advance intra-operative MRI, 
MR-compatible transmission mechanism, Solid Media Transmission (SMT), have been 
proposed to tele-robotically maneuver interventional tools.

SMT MECHANISM

Fig. 1.  Illustration of SMT linear packing 
(a)SMT spheres packing. (b)SMT spheres and 
spacers packing. (c)Spheres zigzag packing 
model. (d) Spheres and spacers zigzag model.

The SMT mechanism is composed of a 
plurality of solid, discrete media packed 
inside a conduit. Fig. 1 illustrates how the 
solid media is employed in the work, i.e. 
spheres with a diameter of Dsphere and 
spacers with a length of Lspacer are inside a 

conduit with inner diameter IDtube. When packed inside the conduit, they assume a 
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zigzag pattern. Packing of SMT media occurs secondary to the application of a force to 
achieve the minimum compression ratio, i.e. the horizontal distance between two spheres 
divided by the sphere diameter. 

Fig. 2.  Illustration of SMT curved packing (a)
Compression ratio for IDtube = IDsphere shown 
with a black dot. (b) Compression ratio when 
spheres and spacers are pushed to outside wall 
shown as a green triangle. (c) Compression ratio 
for zigzag packing shown with red star.

For a variety of MR compatible actuated 
devices, the SMT line must be routed from 
the power source to the isocenter inside the 

scanner gantry and, thus, assume a curved posture. Inside a bend, the SMT backbone 
arranges itself to minimize the compression ratio. As illustrated in Fig. 2, in a bend the 
spheres are either all are pushed against the outer wall of the tube (Fig. 2b) or are in a 
pattern that zigzags parallel to the axis of curvature along the tube centerline (Fig. 2c).

EXPERIMENT STUDIES

To further understand the SMT mechanism, w customized experiment platform, and a
closed-loop control law was implemented to drive the SMT. The 3rd order system fit 
ratio is 92.3%. A 1-m long SMT was experimentally tested under this closed-loop 
controller with heuristically set parameters using a customized benchtop setup. For 
commanded displacements of 1 to 50 mm, the SMT- actuated 1 degree of freedom stage 
exhibited sub-millimeter accuracy, which ranged from 0.109±0.057 mm to 0.045±0.029 
mm depending on the commanded displacement. However, such accuracy required long 
control times inversely proportional to displacement ranging from 7.56±1.85 s to 
2.53±0.11 s. In MR studies, a 4-m long SMT-actuated 1 DoF manipulator was powered 
by a servo motor located inside the scanner room but outside the 5 Gauss line of the 
magnet. With shielding and filtering, the SNR of MR images during the operation of the 
servo motor and SMT- actuation was found to be 89±9% of the control case. 

CONCLUSION AND FUTURE WORK

MR compatible manipulators are a main theme in the field of interventional MRI, and 
pioneering groundbreaking works have advanced this concept to reality. Efforts are 
continuing toward new actuation and robot designs for eventual clinical use. SMT was 
introduced as a simple and low-cost transmission exhibiting certain features like fluidic 
systems for MR manipulation: conduit routing and remote transfer of actuation. The data 
presented herein illustrated that closed-loop SMT can achieve sub-millimeter accuracy 
yet underscored the main limitations that need to be addressed: friction and media 
packing to ensure the SMT backbone performs as theoretically expected. SMT is a new 
mechanism, and there is limited data about its operation. Further studies are needed to 
investigate and optimize material and dimensions of componentry, control laws, SMT-
specific manipulators, and mechanism, to explore this transmission for actuating 
manipulators. 
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Abstract

Stimulated Raman scattering (SRS) is a label-free noninvasive imaging technique for 
studying biological systems. By utilizing ultrafast laser pulses, SRS microscopy has the 
advantage of improved imaging speed compared to spontaneous Raman microscopy at 
the expense of reduced spectroscopic information. In this work, we show a femtosecond 
SRS microscope with a high speed dynamic micromirror device (DMD) based pulse 
shaper to achieve flexible and rapid frequency selection within the C-H stretch region 
near 2800 to 3100 cm-1. This technique will be applied to lipid profiling of biological 
material.

Introduction 
Coherent Raman scattering (CRS) microscopy have enabled the visualization and 
analysis of live biological samples where optical signals from molecular vibrations 
provide chemical contrast noninvasively and without fluorescent labeling. 1 High-speed 
CRS imaging is combined with spontaneous Raman spectral analysis proving the bands 
of interest in multiplex detection of CRS signals where the scanning of excitation 
wavelength forms a stack of spectrally resolved images. 

Methods

The optical diagram is depicted in Fig. 1. The signal output from the OPO was used as 
the pump beam. The pump beam was directed into an in-house built grating-based pulse 
shaper, in which the beam is dispersed by a reflective grating, and collimated by an 
achromatic lens placed in a folded 4f geometry onto a digital micromirror device (DMD) 
(DLP9500, Texas Instruments). By moving the reflective area across the DMD, the 
spectral components of the pump beam can be scanned, therefore achieving spectral 
scanning. The depleted fundamental beam from the OPO served as the Stokes beam. 

Figure 1. Optical diagram of the imaging system.
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Results

First, we demonstrate SRS spectroscopy function in comparison with spontaneous Raman 
scattering. Pure dimethyl sulfoxide (DMSO) drop on a cover glass was used to test 
spectral scanning. The spectra acquired with the SRS system at 6 cm-1 spectral width per 
line pattern and a line-scan Raman microscope of 2.5 cm-1 resolution 2 are shown in Fig. 
3(a), respectively. By choosing a center wavelength of the pump beam at 660 nm and the 
Stokes beam fixed at 820 nm, the spectral scanning range of the SRS microscope is 2800-
3100 cm-1

, in which region the C-H stretching vibrations are strong and commonly used 
for lipidomics based on Raman spectroscopy. As shown in Fig. 3(a), two representative 
bands are resolved at 2920 and 3003 cm-1. The signal-to-noise ratio of the SRS spectrum 
could be improved by choosing DMD scan patterns with smaller spectral resolution, at 
the cost of longer overall acquisition time.  

Next, we show the spatial scanning function performed with 10 m polystyrene (PS) 
beads on a cover glass. By selecting the Raman band at 2900 cm-1, the Galvo scanner 

2 field of view. The scanning scheme 
consists of a fast axis where continuous voltage signals were input into the scanner for 
optimized speed and a slow axis for the step by step offset in the traverse direction of the 
fast axis. The bright-field image and the SRS spectral image of the PS beads are shown in 
Fig. 3(b-c), where the spectral image was acquired at a point scan rate of 200 Hz. The 
scanning rate should match the data transfer rate of the lock-in amplifier in order to avoid 
image distortion in the direction of the fast axis. However, the data transfer rate largely 
relies on the order of signal filtering of the lock-in amplifier, where higher orders of 
filtering outputs higher signal to noise ratio but requires longer response time. 

Figure 3. (a) SRS and spontaneous Raman spectra of DMSO. (b-c) Bright-field image and SRS 
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Abstract

Exosomes are extracellular vesicles produced from cellular activities and carry 
information about their cell of origin which can serve as the target for cancer detection. 
Our research utilizes nanoporous gold disk (NPGD) to detect cancerous exosomes via the 
response of the localized surface plasmon resonance (LSPR) of the functionalized NPGD 
substrates.

Introduction

Early cancer detection is a crucial part for effective therapy and can significantly increase 
survival rate for cancer patients. Exosomes are membrane vesicles released by many cell 
types and can carry information about their cell of origin. This cellular specificity makes 
exosome a desirable target for cancer detection technology[1].

Plasmon is the collective oscillation of free electrons on the surface of metal materials 
with a characteristic frequency that depends on the size, morphology, composition of the 
materials and refractive index of the surrounding environment. Under the influence of 
incident electro-magnetic field with the same frequency as the plasmonic characteristic 
frequency, resonance happens and leads to enhanced scattering as well as absorption of 
the metal materials at that resonance frequency. This phenomenon is termed surface 
plasmon resonance (SPR). For nanoscale metallic nanostructures, the enhancement effect 
is localized around the nanostructure and, therefore, called localized surface plasmon 
resonance (LSPR). Any change in the ambient refractive index can cause a shift in the 
LSPR frequency.

In this research project, we use the nanoporous gold disk (NPGD) fabricated on a flat 
surface[2] as the template to capture and detect exosome via the change in the LSPR 
frequency caused by the capture of exosome onto the surface of NPGD.

41 
 



Methods

NPGD need to be functionalized order to 
have to capture exosomes present in 
solution. 

Firstly, biotinylated polyethylene glycol 
(PEG) thiol is grafted onto NPGD 
through thiolation.

Second modification will bind 
neutravidin to the biotinylated PEG
through the biotin-neutravidin interaction.

Biotinylated antibody will be grafted onto 
the NPGD through the same neutravidin-

biotin binding as in the second step.

Antibody with high affinity to specific exosome and can capture the exosome of target.
Fig 1 shows the schematic of NPGD substrate after modification for exosome capture.

Extinction spectroscopy and surface electron microscopy (SEM) are used to detect and 
monitor the binding of exosome onto the modified NPGD.

Results

Extinction spectroscopy data 
indicates the binding of 
exosome onto the NPGD 
substrate. 

SEM images confirm the 
capture of exosome onto the 
NPGD.

Conclusion

By using NPGD plasmonic substrate with proper functionalization, our research shows 
the capability to detect exosome which can be a promising technique for cancer detection.
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Fig. 1. Modification schematic of NPGD for 
exosome capture. 

Fig. 2. LSPR shifts of NPGD with exosome concentrations 
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Abstract

Coverage algorithm is a well researched area in path planning. However, most technique 
focus only on distance cost, but ignore turn cost, which is significant. Introducing turn 
cost significantly increases computation time. Planning a coverage path accounting for 
turn cost is of interest to UAV flying in obstacle filled environments, or in missions 
where certain sub-areas are of higher interest than the rest. In collaboration with our 
colleagues in Germany, we perform experiments to record the energy turn cost of a 
multicopter in 90o and 180o turns. We then use these turn cost in a coverage algorithm, 
and evaluated the resulting path to show that they are shorter and less energy intensive 
then conventional multicopter coverage methods.

Introduction

Coverage path planning is a well researched problem 
with many applications in robotics. Cleaning 
(vacuuming) robot such as the iRobot Roomba rely 
on these algorithm to ensure that they cover as much 
area as possible before running out of battery. Our 
interest for this area concerns with planning a 
coverage path for an autonomous unmanned aerial 
vehicle (UAV) equipped with an electrified net to 
eliminate and take survey of the mosquito population 
in the area, see Fig. 1. However, existing methods 
focus on minimizing distance traveled, with minimal 
attention to the cost of turning the robot.
In [1], Krupke et al. examined different 
algorithms and heuristics for planning a 
coverage path while accounting for turn cost. 
Realistic data for the energy used during the 
turns are needed, however. In this paper, we will 
measure the actual energy used while the UAV 
changes traveling direction, compared to a straight line path. Addtionally, with the turn 
cost obtained, we will use (one or more of the methods listed) to generate a flight plan to 
verify their algorithms.

Experiment Set up

To measure the energy cost, we use a Raspberry Pi with an ADC logging chip to log the 
voltage accross and current through the battery of our hexacopter during flight. The 
current and voltage are converted to 5V voltage level using a 180A AttoPilot power 
sensing module. This log can then be synchronized with the GPS log recorded by our 
hexacopter during the flight. See Fig. 3 for a size comparision and mounting position of 

Fig. 1: Mosquito net attached to our UAV
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our ADC logger.

The hexacopter will then take a pre-determined flight plan that takes it through multiple 
90 and 180 turns. Between the turns are long stretches of straight flight path to allow it 
to get up to top speed before making the next turn. Fig. 4 show the waypoint plans for our 
logging flights.

Results

Fig. 2 shows the resulting power log of one of our test. From the data obtained, we 

180 turn five times the cost of a 90 turn.

We plugged these cost into Dominik’s algorithm to obtain a solution path around the 
library’s fountain. A test flight of the same path in a field without obstacle showed 
significant improvement over a raster scan path of the region, see Fig. 4.
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Fig. 2: Flight log plot with color gradient for 
energy used per meter

Fig. 3: GPS flight log of solution Flightz
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Abstract

Lithography for forming micron-scale integrated structures on optical fibers requires a) a 
conformal resist process, b) a large depth-of-field, and c) a technique for registering the 
layers of the device. Our approach uses ion beam proximity lithography, where a broad 
beam of energetic light ions illuminates a stencil mask and transmitted beamlets transfer 
the mask pattern to resist on fiber. After fabricating the probes, comparisons were made 
between the impedance spectrum of a single gold electrode as-manufactured and after 3 
week life test. High quality recordings of photostimulated neural activity were acquired 
in the primary visual cortex of a bush baby.

Introduction

The function of a neuron depends on its microcircuitry – the inputs it receives from local 
and long-range connections and the outputs it sends to other neurons [1]. Mapping these 
connections is typically done by stimulating a population of neurons chemically, 
electrically, or optically, and recording the induced extracellular action potentials using 
implanted neural probes [2, 3]. Optogenetics uses genetic manipulation to insert opsin-
containing ion channels into a target population of neurons. Then, light can be used to 
optically stimulate and/or silence spiking activity with very high cellular specificity and 
spatio-temporal resolution. In this paper, we discuss the fabrication of a novel multi-
contact neural probe with integrated, thin film conductor and dielectric coatings on the 
cylindrical surface of fine optical fibers. The use of optical fibers as probe substrate
provides high intensity, multi-spectral light delivery with essentially no coupling loss, as 
well as the strength and stiffness required for deep-brain applications.

Methods: Multi-electrode probe fabrication

The circuit has 2-layers; a) a conductor layer containing the electrode pads and the thin-
film traces which connect them to the electronics interface, and b) an insulating layer 
with openings or vias where the pads make electrical contact to cerebro-spinal fluid. Our 
approach uses ion beam proximity lithography, where a broad beam of energetic light 
ions illuminates a stencil mask and transmitted beamlets transfer the mask pattern to 
resist on a fiber. Mask-to-fiber alignment is accomplished using a micromachined silicon-
jig formed by two families of intersecting V-grooves anisotropically etched into opposite 
sides of a silicon wafer (100). The window formed by the intersection of the top and 
bottom grooves defines the width of the resist line. Metal lines are formed by DC-
magnetron sputtering and ion milling. The cross-linked resist that remains after the last 
lithography step forms the protective, insulating jacket of the finished probe. Probes have 
been fabricated on 50 m, 65 m and
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Results: 

Neural spikes measured in vivo by one channel of a 3-channel probe at a depth of 
1173 shown in Fig. 1. Spikes were clustered in the 
principal component space using an adaptive K-means algorithm. Results showed that the 
probe sampled activity of three distinct neurons on this channel alone. 

Fig. 1 Spikes collected on 1 channel of a 3-channel probe clearly show 3 distinct neurons.

A single 10x25 2 gold electrode as manufactured and subjected to a 3 week life test 
which included 11 days with 1KHz continuous stimulation at ~ 1mA/cm2 in PBS at room 
temperature, insertion and rinse in agar to a depth of 2cm (5 times), and an 11 day soak in 
PBS at 37oC. Fig. 2 shows the impedance spectra for this probe as manufactured and after 
the life test. The differences between the 2 curves are not statistically significant.

Fig. 2. Impedance spectroscopy of a neural probe before and after a 3 week life test.

Conclusion

In summary, a platform has been developed for manufacturing a family of advanced 
neural probes, for simultaneous optical stimulation and recording from a localized region 
of genetically targeted neurons with millisecond temporal precision.
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Abstract

Nanopantography is a method for forming nano-sized patterns simultaneously over large 
areas. In this process, a broad beam of ions is extracted from a source and drifts towards 
an array of micron-scale electrostatic lenses. When a DC voltage is applied to the lens 
electrode, the ions entering each lens converge to a small focal point on the substrate. 
This spot size is about 100 times smaller than the diameter of the lens opening and 3nm 
trenches have been successfully etched into silicon using this technique [1]. By 
controlling the tilt of the substrate with respect to the ion beam, the focused ion spots 
move across the surface and can be used to write a desired pattern in parallel over the 
entire substrate.

Introduction

One of the challenges with this method is that the lens array must first be manufactured 
on a silicon wafer, which increases the cost of the process and limits the types of 
materials that can be patterned. To overcome this limitation, we are developing 
removable and reusable electrostatic lens arrays which are capable of writing 
nanopatterns not only on a silicon substrate but also on 2-D materials, such as graphene. 
The electrostatic lenses developed in this work are made from free standing membranes 
that are similar to stencil masks. The SU-8 membranes are typically 1cm × 1cm in size 
and one micron thick, and are supported by an acrylic frame. A 30nm thick gold film on 
the membrane surface is used as the conducting electrode. For the initial development, 
the lens array consists of 1 m diameter circles (etched openings) on a 2 m pitch. When 
the DC voltage of about 100 volts is applied, lens structure clamps to the silicon wafer 
and the spacing can be controlled with great precision. The force that clamps down the 
lens is approximately calculated to be around 0.50 atmospheres.

Method

In the first step we are printing the lens patterns on PMMA with a proximity printer 
(atom beam lithography). After patterning and developing, the acrylic frame is bonded 
and the lenses are processed by an argon milling step to transfer the patterns through a 
copper-gold bilayer and a reactive ion etch step in fluorine plasma to etch the features 
through 1 m thick SU-8. Next, the conducting epoxy is filled in the 1mm frame holes in 
order to provide an electrical connection for the electrostatic chucking and finally the 
SU-8 membranes are released in TMAH solution. The process flow diagram of the lens 
fabrication steps is given in Figure 1.
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Figure 1:  Process flow diagram of SU-8 lens fabrication

Results

The SEM image of a 1 m lens opening and a SU-8 lens structure is given in Figure 2.

(a)                                         (b)

Figure 2: (a) SEM image of 1 m lens openings and (b) Image of SU-8 lens structure 
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Abstract

Recent innovations allow researchers to build 3D synthetic microvascular models from 
real images. Due to the complexity of the interconnected nature of the microvascular 
network, generating a complete subnetwork is impractical. Current simulations are 
therefore limited to small sub-segments of a tissue sample. There are two major 
properties of microvasculature: geometric structure and fluid flow. While a method of 
fabricating microfluidics devices from microvascular Images has been demonstrated 
[1,2], the resulting models do not exhibit the same flow characteristics of the original 
sample. We propose a method to accurately simulate fluid flow in these synthetic 
microvascular models.

Introduction

Generally, blood diseases and cancer alter the blood vessel through complex changes in 
the network, thus drastically impacting the hematologic system. For example, 
angiogenesis might change the blood flow thoroughly through individual connections and 
pressure changes. Incorporating these flow changes into microvascular is therefore 
critical for accurate modeling of tissue. In this paper, we propose an algorithm to 
accurately simulate fluid flow in both 2D and 3D case with both synthetic and real
microvascular networks. In addition, we provide a tool to do real time visualization of the 
network flow characteristics.

Analysis

At the microscopic scale, the fluid Reynolds number drops significantly, making
viscosity the dominant force. Therefore, when modeling flow in microvascular networks,
the nonlinear Navier-Stokes equations simplify into a linear form. In order to do 
verification, we provide a method to generate user-define synthetic connections between 
vessels while keeping the inner network constant. Finally, a modified mask is constructed 
that allows printing of a single microfluidics device that simulates both the structure and 
flow of an imaged network.

Methods

We employed fluid dynamics equations, including Bernoulli's Equation and Hagen-
Poiseuille's Equation, to calculate pressure drop and hydraulic resistance. On solving the 
linear hydraulic circuit, we also employed circuit analysis techniques and rules, such as
Ohm's Law and Kirchhoff's Law, to facilitate flow analysis. On building synthetic 
connections between inlets and outlets, we introduced "pool" and "bus" source concepts 
and applied space filling curve algorithm to do automated connection.

Finally, we use GPU computing to calculate the flow dynamics in real-time and visualize 
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the network and its flow properties using OpenGL. Furthermore, the calculation of 
volume flow rate and distance field include a significant amount of computation, making 
it generally impractical using a single thread. However, these calculations can be highly 
parallelized by (a) computing the flow rate for each edge independently and (b) updating 
the distance field for each pixel independently.

Results

Fig. 1.  (Left) 2D flow simulation result. Brewer colormapping for visualizing velocity difference. 
(Right) 3D flow simulation result.

Fig. 2. 3D synthetic connection between inlets and outlets using Hilbert curve.
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Abstract

Microrobots have great potential for non-invasive surgery applications. Motivated by 
studies proposing MRI-guided drug delivery to tumor cells using magnetic micro carriers, 
this paper studies two major challenges of this problem: microrobot swarm trajectory 
generation and swarm aggregation using a global input. We propose an augmented RRT 
for trajectory generation to reduce environment interference, and a divide-and-conquer 
algorithm for swarm aggregation to improve performance. Simulations demonstrate the 
utility of these approaches in comparison to alternate heuristics. Our trajectory generation 
and aggregation strategies are implemented on a swarm of ferromagnetic microparticles 
in oil using a 6-coil electromagnetic system with image feedback.

Introduction

Microrobots have great potential to be used in noninvasive surgery for drug delivery. 
Traditional drug delivery circulates the human body indiscriminatingly, which is why 
chemotherapy kills healthy and tumor cells alike. To reduce toxic drug exposure to 
healthy cells, targeted drug delivery seeks to steer chemotherapy directly to diseased 
tissue. Many methods for drug delivery have been explored, including beaded delivery 
formulations, liposomal delivery systems, encapsulated chemotherapy in nanoparticles, 
and magnetic micro-carriers navigated by magnetic fields.

Swarm Path Planning

We introduce an obstacle-weighted rapidly-exploring random tree (RRT) planner to 
explore the environment, and discover collision-free routes to the goal location.

Fig. 1. (a) RRT (original): yellow dots are configurations of RRT, and red dots are 
abandoned extensions within the blue obstacle. Trajectory generation relies on the 
shortest paths to the goal. (b) Obstacle-weighted RRT: green dots are near-medial-axis 
configurations, yellow dots in the shadow are tree nodes affected by obstacles, and red 
dots inside the obstacle are retracted to the boundary (black dots). New paths tend to 
avoid near-obstacle regions, and approach near-medial-axis space.
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Swarm Aggregation

This section presents a divide-and-conquer aggregation method with heuristic strategies 
to improve performance. The motivation behind microrobot swarm aggregation is 
efficient control strategies for drug delivery in vascular networks. However, a global 
input with a highly under-actuated swarm system makes it difficult constructing an 
optimal controller. 

The divide-and-conquer technique has two stages. We begin by splitting the aggregation 
problem into subproblems in smaller regions. Then we recursively perform discrete 
region transitions of microrobot swarms. The first stage “divide” performs map 
segmentation of vascular systems like Fig. 2.

(a) (b) (c) (d)
Fig. 2. Map segmentation illustration. The goal is located at the red dot. (a) Yellow dots
are near-medial-axis nodes and green dots are junctions. (b) and (c) Divide near-medial-
axis nodes into non-overlapping clusters by junctions. (d) Branch segmentation in a 
region.

With map segmentation, we are able to process the second stage “conquer”.

(a) (b) (c) (d)
Fig. 3. Discrete region transitions of microrobots swarms. Black circles are microrobots, 
and regions are marked by colored outline. 

Conclusion

This paper compared two path-planning methods and two control strategies applied to the 
problem of aggregating microrobot swarms in vascular networks using a global input. 
Although RRT creates an obstacle-free path from initial locations to a goal for a single 
robot, this path is not ideal for swarms. We propose an obstacle-weighted RRT that steers 
microrobots towards near-medial-axis regions to reduce environment interference. A 
divide-and-conquer strategy is employed to perform swarm-level aggregation via discrete 
region transitions. Future work should prove the convergence of our aggregation 
algorithms and explore a wider variety of maps.
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Abstract

This work presents fundamental progress on parallel self-assembly, controlled by a 
uniform global, external force. Consider a 2D grid world, in which all obstacles and 
particles are unit squares, and for each actuation, robots move maximally until they 
collide with an obstacle or another robot. The presented algorithm designs an obstacle 
layout which generates copies of the input 2D structure when actuated. We analyze 
spatial and time complexity of the factory layouts. We present hardware results on both a 
macro-scale, gravity-based system and a milli-scale, magnetically actuated system.

Introduction

One of the exciting new directions of robotics is the design and development of micro-
and nanorobot systems, with the goal of letting a massive swarm of robots perform 
complex operations in a complicated environment. Due to scaling issues, individual 
control of the involved robots becomes physically impossible therefore, current micro 
and nanorobot systems with many robots are steered and directed by an external force 
that acts as a common control signal.

The ability to create microrobots, and control algorithms capable of autonomous 
manipulation and assembly of small scale components into functional materials is 
currently a major manufacturing challenge. Recently, some groups have begun to develop 
cell safe magnetically actuated micro robotic systems for cell patterning, yet their method
is limited in that these systems are manually controlled, not automated, and suffer from 
low spatial resolution. In this paper, we seek to combine the use of microscale hybrid 
organic/inorganic actuators along with novel swarm control algorithms for mask free 
programmable patterning and micro-assembly. Specifically, this paper applies swarm 
control and particle logic computations to magnetically actuate artificial cells, to use 
them as micro-scale robotic swarms that create complex, high resolution, 2D patterns and 
assemblies.

Method

We have designed factories that build arbitrary-shaped 2D polyominoes. A polyomino is 
a 2D geometric figure formed by joining one or more equal squares edge to edge. 
Polyominoes have four-point connectivity. We first assign species to individual tiles of 
the polyomino, second discover a build path, and finally build an assembly line of factory 
components that each add one tile to a partially assembled polyomino and pass the 
polyomino to the next component.
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Experiments

To demonstrate parallel self-assembly, we developed two platforms at two size scales, a 
centimeter scale demonstration board using gravity as the external force and magnetic 
attraction between red and blue particles for assembly, and a microscale magnetic control 
stage with alginate micro-particles.

Fig. 1.  (a) Parallel self-assembly on micro-scale: showing construction of a micro-robotic 
polyomino. (b) A seven-tile factory. Each particle is actuated simultaneously by the same global 
field. The factory is designed so each clockwise control input assembles another component.
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Abstract

There are driving applications for large populations of tiny robots in robotics, biology, 
and chemistry. These robots often lack onboard computation, actuation, and 
communication. Instead, these particles carry some payload and the particle swarm is 
controlled by a shared, global control input such as a uniform magnetic gradient. This 
paper provides position control algorithms that only require interactions with the 
boundaries assuming particles in contact with the boundaries have zero velocity if the 
global control input pushes the particle into the wall. This paper provides a shortest-path 
algorithm for positioning a two-particle swarm, and a generalization to positioning an n-
particle swarm.

Introduction

Particle swarms propelled by a global field, where each particle receives the same control 
input, are common in applied mathematics, biology, and computer graphics. As a current 
example, micro- and nano-robots can be manufactured in large numbers. Someday large 
swarms of robots will be remotely guided to assemble structures in parallel and through 
the human body to cure disease, heal tissue, and prevent infection. For each task, large 
numbers of micro robots are required to deliver sufficient payloads, but the small size of 
these robots makes it difficult to perform onboard computation. Instead, these robots are 
often controlled by a global, broadcast signal. The tiny robots themselves are often just 
rigid bodies, and it may be more accurate to define the system, consisting of particles, a 
global control field, and sensing, as the robot. Such systems are severely underactuated, 
having 2 degrees of freedom in the shared control input, but 2n degrees of freedom for 
the particle swarm. Techniques are needed that can handle this underactuation. In 
previous work, we showed that the 2D position of each particle in such a swarm is 
controllable if the workspace contains a single obstacle the size of one particle. 

Positioning is a foundational capability for a robotic system, but requiring a single, small, 
rigid obstacle suspended in the middle of the workspace is often an unreasonable 
constraint, especially in 3D. This paper relaxes that constraint, and provides position 
control algorithms that only require interactions with the boundaries. We assume that 
particles in contact with the boundaries have zero velocity if the global control input 
pushes the particle into the wall. 

Algorithm

Our algorithm uses wall-friction to arbitrarily position two robots in a rectangular 
workspace. Fig. 1 shows a Mathematica implementation of the algorithm.

Assume two robots are initialized at r1 and r2 with corresponding goal destinations g1 and 
g2. The solution is a best-first search algorithm that maintains a list of possible paths 
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(moves), sorted according to an admissible heuristic on path length. The algorithm works 
by expanding the path with the shortest estimated length. Expanding a path means either 
moving directly to the goal, or pushing one robot to a wall and adjusting the relative 
position of the other robot. As soon as the goal is reached, the algorithm returns this 
shortest path. 

Fig. 1.  Positioning particles that receive the same control inputs, but cannot move while a control 
input pushes them into a boundary. The shortest path consists of moving with some angle to the 
wall until the blue robot contacts the top wall, then moving the magenta robot until the particles 
reach the desired relative spacing, then moving both robots to the goal positions.

Conclusion

This paper presented techniques for controlling the position of a swarm of robots using 
uniform global inputs and interaction with boundary friction forces. The paper provided 
algorithms for precise position control, as well as robust and efficient covariance control. 
Extending algorithms 1 and 3 to 3D is straightforward but increases the complexity. 
Addition- ally, this paper assumed friction was sufficient to completely stop particles in 
contact with the boundary. The algorithms require retooling to handle small friction 
coefficients. The algorithms assumed a rectangular workspace. This is a reasonable 
assumption for artificial environments, but in vivo environments are curved. A best-first 
search program could still work, but it cannot take advantage of the 4-fold rotational 
symmetry as in a rectangular environment. 
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Abstract

We explore search methods for finding and removing members of a large population of 
mobile particles in two different environments.  One environment is bounded with walls 
that retain a portion of the swarm, and the other attracts the particles into a normal 
distribution at the center of the space.  We treat particle motion as a Markov process and 
test six different search patterns with several parameter variations.  We find that a two-
step greedy algorithm has the best performance in all cases but second best performance 
varies with the parameters of the swarm and the search.

Introduction

We consider the problem of planning a coverage path for a robot such that it encounters 
each member of a population of mobile particles in a workspace.  Once each particle is 
encountered, it is removed from the population.  For stationary particles and 
unconstrained time, any path that visits every location in the workspace will cover the 
entire population in a single pass [1, 2].  When the particles are mobile, they may move 
while the robot moves, possibly moving into space that has already been covered.  For 
unconstrained time, full spatial coverage is still satisfactory because it can be repeated 
until the robot has encountered every particle.  What we seek is the best path for covering 
a population of mobile particles when the time is so limited that the whole workspace 
cannot be covered.

Methods

We build two environments:  (1) a walled environment that starts with a uniform 
distribution with uniform transition probabilities except in the cells along the walls, 
which have a lower probability of moving away from the walls and back into the interior 
of the space ("sticky walls") and (2) an unbounded environment with something attractive 
in the center that causes the swarm to form a normal distribution around it.  We treat the 
movement of the particle swarm as a Markov process [3], using transition matrices to 
hold the probabilities for particles moving from one cell of the workspace to another.  We 
calculate these transition matrices directly from the movement of the particles for 
environment 1 and from the desired stationary distribution for environment 2. Fig. 1
shows the stationary distributions of the two environments.

We test six path-planning methods.  Sketches of these are shown in Fig. 2. The Wall-
Following, Lawn-Mowing, Hybrid, and Square Spiral paths are pre-planned before the 
robot begins searching and run as indicated by the arrows in the diagrams.  The 1- and 2-
Step Greedy plans use sensing feedback to select the most rewarding move looking 
forward either one or two moves, respectively.  For the particle motion, we build a 
Markov process.  We then simulate the paths with variations in particle speed, wall 
stickiness, distribution standard deviation, robot speed, and search time.
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Fig. 1.  Stationary distribution for the two environments.  Left:  Bounded environment with sticky 
walls.  Right:  Normal distribution.

Fig. 2. Six path planning methods from left to right: Wall-following, Lawn-mowing, Hybrid, 
Square Spiral, 1-Step Greedy, and 2-Step Greedy.

Results and Conclusions

Feedback makes the 2-Step Greedy path the best for all combinations of swarm and robot 
parameters tested. There is some difference between the performance order of the paths 
for the sticky walls environment for low speed and time versus high speed and time, but 
that difference is not seen for the normal distribution.  Fig. 3 shows these results.

Fig. 3.  Performance for sticky wall environment (left) and normal distribution environment (right) 
for low time and speed (t=300s, v=6m/s) and high time and speed (t=600s, v=12m/s).
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Abstract

We propose a novel approach to mapping tissue and vascular systems without the use of 
contrast agents, based on moving and measuring magnetic particles. 
To this end, we consider a swarm of particles in a 2D grid that can be tracked and 
controlled by an external agent. Control inputs are applied uniformly so that each particle 
experiences the same applied forces. We introduce benchmarking algorithms for mapping
and coverage.

Introduction

In MR imaging, some tissues have poor contrast, which means that the boundaries 
between tissue types cannot be determined. To discover tissue boundaries, particulate 
solutions of a contrast agent are used to illuminate regions of interest. Many contrast 
agents such as gadolinium chelates are toxic, and prolonged exposure causes medical 
complications [1]. So, we explore using magnetic microparticles to map a region. 

Fig.1. Mapping a 2D environment with 500 free cells using n = 4 (top) and n = 300 (bottom) 
particles

Fig. 1 represents the complete mapping of a workspace using a large number of particles. 
At the initial step, all particles (red circles) are in free cells (white squares) and are 
surrounded by blue squares that represent the unknown frontier cells. By commanding 
the particles to take one step in a particular direction, we can categorize the the frontier 
cells in this direction as either obstacle or free.

Methods
We describe two algorithms of increasing complexity for 2D mapping. The map M is a 
matrix the size of the work space. Each cell of M holds one of five values that denote: 
Particle, Frontier, Unknown, Freespace and Obstacle.
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1) ELECTPARTICLE: One way to map the world is to deliberately move particles 
toward frontier cells. We could choose one particle as the elect particle and perform 
motion planning using this particle. 
2) CLOSESTFRONTIER: Computes a BFS shortest path from all particles to all frontier 
cells. In each loop of, all the moves in mvSq are implemented to explore the target 
frontier cell since it is the shortest possible route to a frontier cell.

Results

As expected of the algorithm, CLOSESTFRONTIER shows best performance for 
foraging followed by coverage and mapping as seen in Fig.2. Fig.3 shows how 
CLOSESTFRONTIER algorithm has a tight bound and works much faster than 
ELECTPARTICLE. The comparison plot Fig.4 between the mapping of four 2D maps H-
tree, complex, empty rectangle and linear and a 1D map, shows that the perimeter 
determines number of moves.

Fig.2. Comparison of mapping, coverage, and foraging     Fig.3. Comparing the Algorithms

Fig.4. Performance depends on map complexity

Conclusion

This paper presented benchmark algorithms for 2D mapping, foraging, and coverage.
Extensions to 3D  relevant to the motivating problem of MR-scanning in living tissue.
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Abstract

The powerful computational capabilities, high quality imaging sensors, and networking 
functions render smartphones an incredible platform for scientific and medical imaging 
with far-reaching implications. We present a robust and simple fluorescence imaging 
attachment that works in tandem with a DotLens on any mobile device to enable the 
binding fluorescence detection of single bacteria viability. The system is 3D printed and 
has a resolution of 2 m and limit-of-detection size of 50 nm on an 8MP smartphone 
camera.

Introduction

DotLens is an inkjet-printed lens attachment that attaches onto a smartphone camera like 
a contact lens and enables imaging resolutions of 2 m. Although its direct application in 
bright-field microscopy has its own merits, fluorescence microscopy enables true 
molecular identification through selective staining. The system relies on a smartphone 
(Lumia 640) running stock camera app. The DotLens is self-attached onto the 
smartphone camera, and the attachments necessary for dark-field illumination, 
fluorescence excitation, and sample positioning are 3D printed. We utilize total-internal-
reflection induced evanescent wave scattering, with the camera positioned at a 90-degree
angle to the light illumination to ensure only scattered light caused by the presence of a 
sample on the waveguide enters the smartphone camera. The setup is shown in Fig. 1, a 
modifiable phone/tablet mount enables the system to be translated to any arbitrary device.
Fluorescence considerations are shown In Fig. 2 for commonly used bacteria viability 
dyes SYTO 9 and propidium iodide (PI) dyes.

Fig. 1: Smartphone fluorescence microscope setup: DotLens attached to phone, (1) 
adapter connects system to phone, (2) ring blocks stray light, (3-4) barrel focusing 

mechanism and sample holder, (5) ambient light blocker, (6) illumination. Sample is
slotted into 4 and 6.
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Fig. 2: Fluorescence considerations: (solid patch) LED response, (lines) 
fluorescence excitation/emission response. 

Results

Binding fluorescence of nucleic acid stains in bacteria enabled viability characterization 
of a host of different bacteria on a glass slide, as well as directly on a fingerprint. SYTO 9 
and Propidium iodide (PI) are both nucleic acid stains, with the former being membrane 
permeant, and the latter membrane impermeant. The discrete color channels (green vs 
red) for SYTO 9 and PI enable live/dead cell identification based on fluorescence
imaging. When compared with a desktop microscope, we demonstrate that viability of 
single bacteria that are sufficiently separated can be determined with a smartphone, as
shown in Fig. 3.

Fig. 3: Binding fluorescence for bacteria viability characterization. Each number (1-4) 
indicate a single bacterium respectively. 

Conclusions

The fluorescence smartphone microscope setup with a DotLens enabled a resolution of 2
m and limit of detection of 50 nm. The low-cost 3D setup enabled clear binding 

fluorescence for single bacteria viability characterization, and may enable the creation of 
low-cost kits for bacteria/parasite monitoring in a mass scale.
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Abstract 

 
Infrared spectroscopic imaging has been receiving attention due to the potential to 
provide quantitative molecular information about a tissue sample without destroying it. 
Most current IR imaging systems rely on Fourier Transform Infrared (FTIR) 
spectroscopy, requiring an interferometer to differentiate frequencies. These instruments 
are too slow to be clinically viable. There has been a recent push to overcome this limit 
by using newer quantum cascade laser (QCL) sources. We propose a simple technique 
utilizing time-delayed integration (TDI) algorithm to fully utilize the throughput of a 
focal-plane array (FPA) detector while eliminating fringing artifacts. 
 
Introduction 

 
It has been a growing-potential application to obtain high-quality molecular and 
structural information from biological samples in many areas of clinical and biomedical 
research. Newly emerged vibrational molecular imaging methods, using mid-infrared 
source to do absorbance imaging, for instance, have established label-free, noninvasive 
techniques to extract biomedical information from micrometer-thick samples. No prior 
knowledge of the composition of the sample or chemical staining is needed since many 
molecular functional groups have their specific resonant frequencies in IR region, so 
called "finger print" region [1]. However, because of the spatial coherence of QCL 
source, it will end up with generating fringing artifacts while imaging and these effects 
can hardly be eliminated by post-processing [2]. In this manuscript, we propose a system 
based on DFIR coupled with tunable QCL and a software controlled precise 3D stage 
which moves the sample vertically. Combined with time-delay integration (TDI) 
algorithm and liquid nitrogen-cooled mercury cadmium telluride (MCT) focal plane array 
(FPA) detector, our system is capable of high-throughput IR imaging while eliminating 
fringing artifacts from the coherent QCL source.  
 
Instrumentation 

 
As shown in Figure 1, we have developed a custom IR molecular imaging system 
integrated with a four channel QCL with pulsed tuning range from 5.10 µm to 10.99 µm, 
maximum peak power 500 mW and pulse repetition rate from 0.1 kHz to 1 MHz. 
Because of the invisibility of QCL emission, a HeNe alignment is added into the system 
to overlap with invisible QCL beam to make optical alignment easier by make it passing 
through a beam splitter. Planar mirrors M1 and M2 guide the two overlapped beams into 
sample plane. Sample is taken by a high resolution (0.1 µm) 3D stage to move vertically 
during imaging. The image is then collected by a 0.56 NA BD-2 glass AR coated 
objective. The final image out from objective is then focused onto a SBF161 128 × 128 
pixel focal plane array (FPA) mercury cadmium telluride (MCT) detector, resulting with 
a pixel size of 6.25 µm. MCT detectors have much higher responding time 
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(microseconds) compares to uncooled IR bolometer or thermal cameras which can only 
be operated in millisecond level. Thus far faster imaging speed is achieved. 

 
Fig. 1.  System Diagram. The QCL-based DFIR imaging system is coupled to a 4 channel ultra-broadly tunable mid-IR 
external-cavity pulsed quantum cascade laser and a SBF161 128 × 128 pixel focal plane array (FPA) mercury cadmium 
telluride (MCT) detector. 
 
Results and Discussion 

  
Fig. 2.  Left side, (A) SU-8 on BaF2 substrate USAF target imaged by (A) QCL-based DFIR microscope, (B) Spero IR 
microscope from Daylight Solution and (C) Agilent 600 series FTIR Spectrometer, all of them are imaged under 1508 
wavenumber with USAF group 1 element 5. The white scale bar displayed denotes 100 µm. Right side, (A) Target region 
spectra comparison between QCL-based DFIR system (red line), Spero IR imaging system (green line) and FTIR system 
(white line). (B)Background region spectra comparison. 
 
In this manuscript, we come up with a QCL-based DFIR imaging system coupled with 
high-throughput MCT FPA detector. Fast-speed hyperspectral imaging is achieved while 
providing surpassed imaging resolution and signal to noise ratio compares to best 
commercial FTIR imaging system. Combined with time delay integration algorithm, 
fringing-artifact-free imaging is accomplished even with coherent source compared with 
Spero system. Fringing artifact induced by coherent light source is eliminated only along 
one dimension in this manuscript, however, future work can be done towards adding a 
galvo scan mirror to raster scan the focused laser beam along vertical direction 
corresponds to the stage to get higher SNR.  
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Abstract

Millirobots propelled by magnetic fields show promise for minimally invasive surgery or 
drug delivery. MRI scanners can generate magnetic gradients to apply propulsive forces 
on ferromagnetic objects. However, MRI gradient values are insufficient for tissue
penetration. Our poster presents a millirobot design and control methods to produce 
pulsed forces. A ferromagnetic sphere inside a hollow robot body can move back and 
forth between a spring and an impact rod. Repeated impacts result in large pulsed forces. 
Analytical, numerical and experimental results are presented.

Introduction

Magnetic gradient forces can be used to steer and propel untethered millirobots with 
ferromagnetic components, through passageways in the human body. One method to do 
this is by varying the current in electromagnets around the body [1]. This method has 
been used to move ferromagnetic objects within an MRI scanner, which produces 
constant magnetic gradient forces. The forces within an MRI are sufficient to navigate 
through blood vessels [2], but are inadequate for tissue penetration [3]. To enable tissue 
penetration with the available forces in an MRI, we convert the kinetic energy of a 
moving ferromagnetic sphere into pulsed forces through repeated impacts on a hard 
surface. We present the design of this magnetic hammer millirobot and test three control 
strategies to vary the frequency and duty cycle of the input magnetic gradient force. The 
average impact velocity is highest in an ideally closed-loop system with sensing at both 
ends, and is three times lower for an open-loop system with no sensing. A partially-
closed loop system with only impact-end sensing can perform as well as an ideally 
closed-loop system, for low values of Coulomb friction. Results from experiments 
performed on a custom magnetic test bed are also presented.

Millirobot Design

A ferromagnetic sphere can move back and forth inside a hollow tube (See Figure 1).
There is a spring at the posterior end which reverses the direction of sphere motion with a 
minimal loss of momentum. The sphere transfers its momentum to tissue through 
repeated impacts on the rod at the anterior end. All robot components except the sphere 
are non-magnetic. 

Control Strategies and Implementation

The average impact velocity over 1000 impacts was highest in an ideally closed-loop 
system with sensors at either end (See Figure 2). In this system, the direction of the 
magnetic gradient force is always in the same direction as the motion of the sphere. The
impact velocity initially increases and saturates, reaching a resonant value. 
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Fig. 1. Millirobot with a spring at the 
posterior end, and the impact plate at the 
anterior end

A partially closed-loop system with 
sensing only at the anterior end, could 
be tuned to achieve ideally closed-loop 
values of average impact velocity for 
low values of Coulomb friction. An 
open-loop system with no sensing 
generated very low average impact 
velocities. These control strategies were 
implemented and experimentally tested 
using laser diode receiver pairs and 
microphone sensors. Two solenoids 
generated the required magnetic field 
gradient and the millirobot moved along 
their common z-axis.

Fig. 2. Comparison of average impact 
velocities over 1000 impacts for three 
control strategies

Conclusions

An ideally closed-loop system with sensing at both ends generates the maximum possible 
average impact velocity over multiple impacts for a magnetic hammer millirobot.
Partially closed-loop control can be tuned to perform as well as ideally closed-loop 
control, for low friction values. This was demonstrated using experiments as well.
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Abstract

Electroless deposition is technique in which metal ions are chemically reduced to produce 
coating from aqueous solution. With V2+ ion serving as reducing agent, a monolayer of 
Pb (as surfactant) is deposited on Cu surface which is replaced by Pt2+ ions from separate
solution. Selective deposition of Pt2+ on Cu over SiO2 background is demonstrated. Pd 
wetting layer is used to improve morphology of Pt deposit. XPS analysis indicate 
deposition of Pt2+ on Cu nanowires, traces of Pb and V are not observed. Statistical image 
processing algorithm is used to determine surface roughness from AFM images. The 
difference in morphology of surface is characterized by SEM.

Introduction

Platinum is widely used in chemical, petroleum reforming, pharmaceutical, catalyst,
nitric acid synthesis, electronic and many other technologies [1]. For majority of 
applications, precise control over morphology and thickness of Platinum deposition is 
essential. Relatively high surface free energy and interatomic bond energy (307 kJ/mol) 
of Platinum results in island (Volmer Weber) growth mode during thin film deposition. 
Traditional vapor phase ALD delivers uneven thickness of deposit [2]. Here proposed 
mechanism involves combination of Electroless UPD and surface limited redox 
replacement (SLRR) to ensure conformal atomic layer by layer deposition. Since 
proposed solution based ALD method is electroless, it is very useful for intricate 
designed substrate for selective deposition.

Experimental Method

Cu nanowires surface is prepared by Plasma Ashing with O2 to remove ~2 nm 
photoresist from surface. First step of Electroless ALD is Electroless Underpotential 
deposition (UPD) of Pb monolayer on Cu nanowires. Vanadium is used to reduce Lead
on Cu substrate. Deposition of Pb monolayer is proved by comparison of open circuit 
potential measurement and cyclic voltammetry for Cu substrate. The second part involves 
Surface Limited Redox Replacement (SLRR) [3]. Monolayer of Pb is replaced by Pt ions 
present in solution. Sodium citrate is used as additive during SLRR. Pd is used to prevent 
galvanic corrosion of Cu by Pt in first five ALD cycles. Total 60 ALD cycles are 
performed.

Results and Conclusion

Presence of Pt on Cu nanowires is confirmed by XPS. Traces of Pb, V and Pd is not 
observed on the surface. Cu nanowires surface morphology is studied before and after 
deposition by SEM analysis. 100% coverage of Pt with conformal growth is observed. 
Selectivity of Pt deposition on Cu over background of SiO2 is achieved. AFM is used to 
study surface roughness of deposition with help of statistical image processing algorithm. 
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We are planning to design Electroless ALD method to deposit Pt on Ru substrate for 
future research. 

Fig. 1.  SEM images comparison before and after Electroless ALD.
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Abstract

A multi-point, side-firing design enables an optical fiber to output light at multiple 
desired locations along its axis can provide advantages over traditional fibers, especially 
in applications requiring fiber bundles such as brain stimulation or remote sensing.  This 
paper demonstrates that continuous wave laser micro-ablation can controllably create 
conical-shaped cavities for outputting light. Experimental data shows that a single side 
window on a 730
increased to more than 19% on a 65 m fiber with side windows created using 
femtosecond (fs) laser ablation and chemical etching.

Introduction

Optical fibers are currently the primary method to transmit light over long distances with 
negligible loss. Advantages over other signal transferring cables include being 
impervious to electromagnetic interference, having faster speed, and less signal 
attenuation. Optical fibers have also had a profound impact on many biomedical 
applications, including endoscopy, phototherapy, and optogenetics. However, traditional 
optical fiber design uses a linear, end-to-end approach in which light are coupled at one 
end and transmitted to the other end. Multiple light entry/exit points currently require a 
large cable bundle, which may cause permanent damage to the tissue during insertion. 
Therefore, a multi-point, side-firing optical fiber configuration would be more practical. 
Such a configuration could provide light distribution to a relatively large and targeted 
region to treat cancer in soft-laser therapy [1]. For example, the fiber can be placed under 
the skin to irradiate along a sub-surface blood vessel. The side-firing configuration could 
also transmit light to hard-to-reach areas such as diseased tissues along sidewalls of 
tubular structures in the human body [2]. In optogenetics studies, the use of normal 
optical fibers is limited, since they can only transmit light to a single target. That 
drawback can be overcome by using multi-point side-firing fibers, which provide 3D 
control of light delivery to stimulate selected neurons.
Inspired by a medical need for precision light-delivery in small areas, several techniques 
have been developed to build side-firing fibers. Light exit points can be controlled using 
metal reflectors coated on the fiber’s distal end to deflect the emanating light [2]. In 
another method, the fiber tip is beveled to refract light in different directions [2].  Other 
side-firing methods include surface-emitting fiber lasers [9], side-glowing fibers, and 
tilted fiber Bragg grating. Overall, most of these fabrication methods are still relatively 
complex, time-consuming, and expensive. Devices such as side-emitting fibers and side 
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glowing fibers have low output efficiency and poor localization of the illumination area. 
Recent efforts have focused on forming cavities on the fiber bodies to alter light 
propagation inside the fiber core. For example, laser ablation was employed to pattern 
microstructures such as micro-holes and micro-channels on the side of both plastic and 
glass optical fibers for sensor applications. Mechanical drilling or laser-assisted chemical 
etching can also provide similar micro-scale side holes on plastic optical fibers. These
approaches illustrate the potential for three-dimensional light distribution alongside the 
fiber body, but this capability has not been fully investigated. This report shows laser 
ablation can be finely tuned to fabricate specific window geometries on the fiber body. 
This enables customized configurations of multi-point, side-firing, three-dimensional 
light distribution.

Results

Fig. 1. SEM image of light window 
fabricated by 50 W CW laser. a) Top 
view of side window with buffer and 

cladding layers intact; b) Cross section 
of the side window without the buffer 

and cladding layers.

Fig. 2.  The crater-shaped window 
causes the input light incident angle to 
exceed the TIR critical angle, thus part 
of the input light refracts through the 

fiber; top right: side-firing beam profile 
in acridine orange solution.

Fig. 3. -firing optical  
fiber with three windows tested in agar 
model of brain tissue; b) Side-view of 

the same fiber inserted in a swine brain 
slice shows a large illuminated volume 

inside the tissue; c) Side-view of 
unmodified 65 m fiber in a swine brain 
slice shows smaller illuminated volume

localized at the tip of the fiber. 
Illumination sites in the swine brain 

were observed through ~ 0.5 cm layer of 
brain tissue.

Conclusion

In conclusion, this letter presents a 3D, multi-point, side-firing optical fiber to control the 
launch direction and distribution of light in brain tissue. It can be used effectively as a 
light delivery device for optogenetics stimulation and for soft-laser therapy.

References

1. J. Spigulis, J. Lazdins, D. Pfafrods, and M. Stafeckis, “Side-emitting optical fibres 
for clinical applications”, Med. Biol. Eng. Comput. 34, 285-286 (1996).
C. F. B. van Swol, R. M. Verdaasdonk, R. J. van Vliet, D. G. Molenaar, and T. A. 
Boon, “Side-firing devices for laser prostatectomy”, World J. Urol 13, 88-93 (1995)

a) 

a) b) c) 

a) b) 

70



MECHANICAL MILLING INDUCED BAND GAP CHANGE IN 
PSEUDOBOEHMITE AND PSEUDOBOEHMITE DOPED WITH CR3+

W. Yang1, S. Brankovic1, and F. C. Robles Hernández2

1 Department of Electrical and Computer Engineering
2 Department of Mechanical Engineering Technology

University of Houston
Houston, TX 77204-4005

Abstract

Here we found an environmentally friendly and cost effective way to synthesize 
high purity sapphire and ruby by pseudoboehmite (PB) for optical and laser applications,
respectively. Then high-resolution XPS was applied to study the effects of mechanical 
milling on band gap of PB or PB doped with Cr3+. The trend of changing band gap as a 
function of milling time was decreasing and then increasing after 20h for both of PB and 
Cr doped PB. FTIR result demonstrates the changes in band gap are mainly attributed to 
the elimination of water in the PB and its partial transformation into Al2O3.

Introduction

S -Al2O3 single crystal) or ruby -Al2O3 doped with Cr3+) has excellent 
optical, chemical and mechanical properties; it has been widely applied in light emitting 
diodes (LED), semiconductor device, solid lasers, precision optics and infrared 
windows[1]. The development of high purity sapphire and ruby gains a lot of interest in 
recent years. PB is a soft material, poorly crystalline with water interlay in its 
structure[2]. In mechanical milling process, it can lose its water content and transform to 
other crystalline alumina ( -Al2O3 or -Al2O3). PB can also absorb the mechanical 
milling energy, form new grain boundaries, thus its grains size would be changed. Both 
of the crystalline structure and grain size can change the PB’s band gap that plays a key 
role on deciding material’s optical property[3, 4]. It is necessary to find the effect of the 
mechanical milling process on the band gap of PB. Additionally, mechanical milling 
process is environmentally friendly, relatively low temperature, simple, cost effective and
with potential for industrial scalability. 

Methods and Analysis 

In this report it is presented the influence of mechanical milling on band gap of PB as 
well as a mixture between PB and Cr2O3. We first synthesized PB by wet chemical 
method, and then milled it in a stainless steel Spex mill machine. After mechanical 
milling, the samples’ band gap determination was carried by means of high-resolution X-
ray photoelectron spectroscopy (XPS)[5]. The result shows the bandgap of the raw PB is 
7.2ev, when the PB is milled for up to 30h the bandgap decreases to 6.1ev. Further 
milling has the opposite effect and 50h of milling the bandgap increases to 6.8ev.  The 
trend for the pure PB and the PB doped with Cr2O3 is comparable. XRD data shows that 
the grain size of the PB decreases from 7.0 nm to 4.0 nm in 20h milling process, and then 
increased from 4.0nm (20h) to 6.5 nm (30h). In the mechanical milling process the grain 
size decreases (as shown in XRD data), the band gap should increase. However the trend 
of band gap changing is opposite, it means that grain size change has less or no effect on 
the band gap change. FTIR result demonstrates that those changes in bandgap are mainly 
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attributed to the elimination of water in the pseudoboehmite and its partial transformation 
into Al2O3.
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Fig. 1.  Band gap of the pseudoboehmite with milling time of 0 hr, 1hr, 2hr, 10hr, 20hr, 30hr and 
50hr.

Conclusion

In the present work we demonstrated the effects of mechanical milling on bandgap of 
PB that is partially transformed into sapphire or PB doped with Cr3+ (e.g. Cr2O3) to 
synthesize ruby. The XPS data shows that the band gap of PB or PB doped with Cr3+

decrease from 0h to 30h, and then increase from 30h to 50h. FTIR result shows that those 
changes in bandgap are mainly attributed to the elimination of water in the 
pseudoboehmite and its partial transformation into Al2O3.
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Abstract

The interfacial stability between Na and the solid-state electrolyte is crucial for the 
performance of the all solid-state sodium batteries (ASSSB). Despite the high ionic 
conductivity of Na3SbS4 (NSS), it is not stable with Na metal. The decomposition of 
NSS results in a significant increase of interfacial resistance. To stabilize the interface, a 
cellulose-supported PEO polymer (CPEO) was applied between NSS and Na. The 
symmetric cell with CPEO/NSS electrolyte shows a stable voltage profile over 800 hours
under 0.1 mA cm-2 at 60 . This simple and scalable polymer coating approach offers a 
new perspective for ASSSBs.

Introduction

Rechargeable Sodium batteries have received growing interest as an alternative to lithium 
batteries for large scale energy storage application in the view of the high abundance and 
cost effectiveness of sodium source. However, the use of Na metal as anode material in 
organic electrolyte has been proven problematic because of the flammable electrolyte and 
uncontrolled Na dendrite growth. 1-4 The rise of solid state electrolytes (SSEs) with high
Na-ion conductivity has held much promise for the realization of sodium metal batteries.
Compared to the organic electrolyte, the non-flammable inorganic SSE is mechanically 
favorable to suppress Na dendrite growth which eliminates the safety concern of metal 
batteries. 5 The recently reported tetragonal phase Na3SbS4 (NSS) with a high ionic 
conductivity up to 3 mS·cm-1 at room temperature represents one of the fastest Na-ion 
conductors so far. 6

Despite their high Na-ion conductivity, the overall performance of ASSSB remains 
unsatisfactory which is ascribe to the unstable interface between the Na metal and SSE.
Recently, Goodenough et al. proposed a polymer/ceramic electrolyte/polymer sandwich 
electrolyte for both lithium and sodium solid batteries. 7,8 The polymer film can serve as 
an effective protection layer to stabilize the interface between SSE and Na.

Results and Discussion

In this report, we investigated the interfacial stability of the NSS with Na metal. 
Theoretical calculation confirms that NSS is only stable with Na within a narrow 
electrochemical window (1.5-1.6 V vs. Na/Na+). And the experimental results show
that the NSS will decompose to Na3Sb and Na2S during the electrochemical process. To 
improve the interfacial stability, A cellulose poly(ethyleneoxide) (PEO) composite 
(CPEO) is built as a protection layer at the NSS/Na interface, as is shown in the 
schematic diagram in figure 1. The laminated CPEO/NSS electrolyte combines the merits 
of the high ionic conductivity of sulfide electrolyte and electrochemical stability of 
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polymer, resulting in an 800 hours’ stable Na stripping/plating in the symmetric cell test 
under a current density of 0.1 mA cm-2 at 60 .

Figure 1. Schematic of symmetric cell with CPEO/NSS electrolyte and its 
Galvanostatic cycling curve.
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Abstract

We have experimentally looked into the physics of low temperature (<400C) amorphous 
Ge crystallization using AIC favoring the formation of highly oriented large grain Ge 
crystals towards (110) or (100) suitable for solar cell applications. We have investigated 
the effects of experimental parameters such as Al and Ge layers thicknesses, interfacial 
oxide layer (between Al and Ge) and annealing conditions on defining the Ge dominant 
orientation. We have studied the playing role of Al thickness on tuning Ge dominant 
orientation and subsequently achieved (110)-oriented cubic Ge on glass. The 
optoelectronic properties of the films have been investigated using  Photoluminescence.
Furthermore, we show the possibility of obtaining a novel rhombohedric (100) Ge.

Introduction

Highly orientation-controlled and large grain Ge polycrystalline (>10 microns) films 
on inexpensive substrates could serve as templates for development of high 
efficiency inexpensive III-V Photovoltaics [1]. AIC has been initially studied for 
the fabrication of inexpensive large grain poly-Si on glass [2-3] and subsequently they 
been investigated for the fabrication of inexpensive solar cells on glass or alternative 
substrates [4-5]. The outcome of these studies has been relatively successful for 
the understanding of the exchange layer mechanism, yet not for controlling the crystal 
orientation and the use in solar cells. Recently, AIC has derived an increasing interest 
into the fabrication highly textured large grain poly-Ge on inexpensive substrates in the 
similar way as Si [6-7]. The Al-Ge lower eutectic temperature, at 424 °C, suits 
even better for the fabrication of poly-crystalline films on glass based substrates with low 
melting point. Also, Ge has the eminent benefit of lattice matched to GaAs over Si 
for photovoltaic devices. In this regard, recently successful efforts have been reported on 
achieving (111) oriented large grain (>100 microns) Ge on glass. However, (111) 
oriented large grain poly-Ge films do not serve the purpose for stacking lattice matched 
GaAs multi-junction solar cells on Ge. Therefore, we have investigated the parameters 
being able to alter the formation of normally achieved (111) preferential orientation. 

Experimental details

We have used two different substrates including double-side polished fused quartz glass
and SiO2 deposited on (111)-oriented Si, called as SiO2/Si. We have used a vacuum 
evaporation system at room temperature deposition. Al layer was first deposited on 
substrate with the thicknesses varied from 50 nm to 300 nm. Following Al deposition, 
majority of samples were exposed in air between 30 minutes and several days for the 
formation of natively grown AlOx. Ge was successively deposited at the same condition 
as Al with thicknesses varying from 50 nm to 200 nm. Fig. 1 illustrates the 
schematic preparation of polycrystalline Ge thin films on glass and SiO2/Si substrates 
using AIC process. In the next stage, samples were annealed in N2 ambient. The samples 
were annealed from 1 hour to 10 hours at temperature ranging from 250C to 400 
C. During the annealing, Ge atoms initiate to recrystallize towards the formation of grains 
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and consequently a poly-Ge layer on the substrate, seen from the back of glass substrates
in Fig. 2 (B). The Al layer formed on top was ultimately etched in dilute HF.

Fig.1. Schematic of the preparation of samples on both glass and SiO2 substrates.
Results and discussion 
The a-Ge crystallization at nucleation sites depends on the physical parameters including 
surface free energy and the energy of Ge atoms diffused. By fine tuning of annealing 
conditions and layer thickness it is theoretically and experimentally possible to choose 
between nucleation sites thereby crystal orientation. Fig. 2 (A) compares the XRD results 
for samples only differing from their Al thickness. The Ge thickness was kept almost the 
same about 100 nm. However, Al thickness varied from 50nm to 300nm. Comparing 
XRD results suggests that the sample with very thin Al layer registered an outstanding 
dominant peak at (110) location other than normally achieved (111) obtained for the 
sample with the same Al thickness as Ge (100 nm). We are also reporting for the 
interesting results on the samples revealing near single crystalline (100) orientation not in 
normally achieved cubic system, yet in Rhombohedric structure. The 10K 
Photoluminescence studies on the poly-Ge after Al layer removal, revealed a 
considerable peak about the cubic Ge peak at 0.78 ev, Fig. 2 (C). 

Fig. 2. (A) XRD of the samples annealed for 1 hour at 400C, Al thickness ranging from 50nm to 
300nm; (B) Polycrystalline Ge evolution seen from the back of samples deposited on glass. (C) 

Photoluminescence at 10K from the poly-Ge layer after the Al layer was removed.
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CHICKEN EGG SHELLS AS ROBUST, REPRODUCIBLE, AND LOW-COST 
SERS SUBSTRATES 

Md Masud Parvez Arnob1 and Wei-Chuan Shih1,2

1 Department of Electrical and Computer Engineering
2 Program of Materials Science and Engineering

University of Houston
Houston, TX 77204-4005

Abstract

Naturally formed submicron features on the three different egg shell regions, outer shell 
(OS), inner shell (IS), and shell membrane (SM), are sputter coated with gold and 
characterized for SERS performance.

Introduction

Surface-enhanced Raman scattering (SERS) has gained significant attention as an 
emerging analytical tool since its discovery [1]. So far, SERS works utilized the electron-
beam lithography, chemical etching, colloid immobilization, annealing of metal-ion-
implanted silicon, and nanosphere lithography for making the substrates [2]. However, 
these techniques require significant laboratory infrastructures and sophisticated 
preparation procedures. Hence, the identification of alternative techniques is of immense 
interest despite the obvious scientific challenges. Here we use egg shell, a daily waste 
material, to make SERS substrates.

Methods

Egg outer shell, inner shell, and shell membrane are sputter coated (3 × 10-6 Torr, 
Denton Desk II/Denton Vacuum LLC) with gold and characterized by a custom-built line 
scan Raman system. 

Results

Figure 1 shows the SEM images of three different egg shell regions. Both outer shell and 
inner shell regions are made of 80-100 nm aggregated nanospheres. The shell membrane 
is made of interwoven and coalescing nanofibers (~ 2 m).
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Fig. 1. SEM images of different egg shell regions

Fig.2. SERS cgracterization of different egg shell regions

Figure 2a, 2b, and 2c present the SERS spectra of 4 mM benzenethiol (BT) self-
assembled monolayer (SAM) on OS, IS, and SM regions, respectively, with respect to 
different Au thicknesses. . Figure 2d shows the comparison of SERS performance 
between the OS (80 nm Au), IS (80 nm Au), and SM (100 nm Au) regions. The OS 
substrate provides ca. 1.5 and 15 times stronger peak (1076 cm-1) intensity than that for 
the IS and SM substrates, respectively. 

Conclusion

A facile and low cost technique is provided for plasmonic SERS substrates using chicken 
egg shell, a daily waste material. The outer shell substrate provides the best SERS 
performance in terms of signal strength. We believe that the reported facile, cost-
effective, and green technique to obtain easy-to-access 3D SERS substrates could pave 
the way for widespread application of ultrasensitive SERS-based bioassays. 
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Abstract

Microscopic understanding of interaction between H2O and CH3NH3PbI3 is essential to 
improve the efficiency and stability of perovskite solar cells. A complete picture of 
perovskite from initial physical uptake of water molecules to final chemical transition to 
its monohydrate is obtained with in-situ infrared spectroscopy, mass monitoring and X-
ray diffraction. Despite strong affinity of CH3NH3

+ to water, CH3NH3PbI3 absorbs 
almost no water from ambient air. The hydrogen bonding is not established until the 
phase transition. The apparent inertness of H2O along with high stability of perovskite in 
ambient provides a solid foundation for its long-term application in solar cells and opto-
electronics.

Introduction

Organic-inorganic hybrid perovskite CH3NH3PbI3 has shown a great potential for high 
efficiency low-cost solar cells and optoelectronic devices, but its chemical stability in 
ambient environments has hindered large-scale commercial application. CH3NH3PbI3
was found to be very sensitive to environment, especially to water or moisture: the dark 
film of CH3NH3PbI3 turned yellow because of its decomposition to PbI2. In this work, 
we present a more complete picture of interaction of water with perovskite using first-
principles vibrational dynamics and a comprehensive set of techniques which enable us to 
monitor in-situ the lattice vibrations, lattice structure and moisture uptake when 
perovskite is exposed to an environment with controlled humidity.

Experiment and Results

CH3NH3PbI3 thin films, single crystals, and its monohydrate (i.e. CH3NH3PbI3·H2O)
were synthesized. It was first confirmed by XRD that the CH3NH3PbI3·H2O is the 
immediate hydrate of CH3NH3PbI3 under moisture treatment and such transition is 
reversible. FTIR was used to investigate the interaction between water molecule and 
CH3NH3PbI3 in situ. Fig. 1 shows the evolution of IR spectrum of CH3NH3PbI3·H2O
when it was left in ambient air. As can been see, the CH3NH3PbI3·H2O gradually lost its 
crystalline water and the FTIR spectrum became identical to CH3NH3PbI3. This indicates 
that the monohydrate is metastable in ambient air and will convert back to perovskite. 
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Fig. 1.  Evolution of IR spectrum of CH3NH3PbI3·H2O in ambient air

Although the transformation between CH3NH3PbI3·H2O and CH3NH3PbI3 is reversible, 
FTIR reveals a big difference between hydration and dehydration. Fig. 2 shows the 
evolution of FTIR spectrum when the decomposed monohydrate  is exposed to the moist 
N2. In contrast to the dehydration process shown in Fig. 1, CH3NH3PbI3·H2O is not 
formed until about 300 seconds later despite rapid appearance of water absorption band at 
3500 cm-1. This observation indicates that adsorbed water molecules do not transform 
perovskite to monohydrate immediately, while in the reverse dehydration process, water 
molecules do not stay with perovskite when monohydrate is decomposed. The phase 
transition to monohydrate is marked by the emergence of two sharp peaks on the top of 
broad band at 3500 cm-1, the relatively broad 1632 cm-1 band also diminishes. We can say 
that the transformation from CH3NH3PbI3 to CH3NH3PbI3·H2O requires two stages: 
initial physical water uptake and subsequent chemical phase transition. 

Fig. 2. Evolution of IR spectrum of dehydrated monohydrate exposing to moisture

Conclusions

In conclusion, our study provides a better understanding of the water-perovskite 
Interaction. Water molecules penetrate CH3NH3PbI3 lattice and share the space with 
CH3NH3

+ up to 1:1 ratio. The interaction between CH3NH3
+ and H2O through hydrogen 

bonding is not established until the phase transition to CH3NH3PbI3·H2O. The lack of 
interaction in water-infiltrated perovskite is a result of dynamic orientational disorder 
imposed by tetragonal lattice symmetry.
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Abstract

Nanoporous gold disks (NPGDs) architecture provides advantages over the commercially 
available SERs substrates and has found numerous application in the field of sensing. 
This paper demonstrates the fabrication of nanoporous gold disks on 
Polydimethylsiloxane (PDMS) substrate by spin coating. NPGDs fabricated on PDMS 
will find its application as a stretchable plasmonics substrate. NPGDs fabricated on 
PDMS requires higher oxygen plasma etching time than the traditional glass based 
fabrication process. The alloy disks fabricated on PDMS before dealloying shows the 
familiar two peaks. After dealloying, the fabricated NPGDs with 60nm thickness shows 
an extinction peak around ~930nm. 

Introduction

Metal nanostructures exhibits plasmonic property that has wide applications ranging from 
optics and biomedicine to catalysis. Nanoporous gold disks has found intense research 
interest in recent years because of its bigger surface area, strong catalytic function, and 
plasmonic properties [1]. The plasmonic properties such as surface plasmon resonance 
(SPR) and localized surface plasmon resonance (LSPR) are dependent on the 
composition, shape and size. Previously, the substrates that has been used for fabrication 
of NPGDs were glass and silicon. In this work, we fabricate NPGDs on PDMS. PDMS is 
a mineral-organic polymer structure having carbon and silicon from the siloxane family.
When PDMS is cured it becomes a hydrophobic elastomer. The elastic flexibility of 
PDMS coupled with the LSPR property of NPGDs should open another dimension in the 
application of NPGDs.

Fabrication Procedure

A spin coater was used to realize the PDMS membrane. At first the monomer and curing 
agent were mixed in the ratio of 10:1 in volume and were then degassed. Next, spin 
coating with a rotation speed of 4000 rpm for 5 minutes produced the uniform membrane. 
The glass slide containing the PDMS membrane were then thermally treated for curing at 
150° C temperature for curing. After that 5 nm Ti and 3 nm of Au were deposited using 
the E-beam Evaporator to act as the adhesion layer. Co-Sputtering Deposition of gold and 
silver were done to deposit 80nm of alloy film in the ratio of 28-72. A monolayer of 
polystyrene beads of 460nm diameter were deposited. Oxygen plasma etching of 8 
minutes 30 seconds were used at 200mTorr pressure. It should be noted here that it is one 
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of the crucial step in NPGDs fabrication on PDMS. Glass and Silicon substrates requires 
half of that time to etch the polystyrene beads away from each other. The alloy film not 
covered by polystyrene beads were ion milled in Argon gas for 120s. Polystyrene Beads 
were removed using sonication in water. Glass slides here provides the necessary support 
required for the removal of polystyrene beads. The alloy disks were then dissolved in 
70% conc. Nitric Acid for 60s to finally realize the NPGDs on PDMS substrate.

Characterization

The SEM images of the NPGD and the array of NPGDs fabricated on PDMS are shown 
in Figure 1. We can see the porous structure in Fig. 1a . Figure 1b. shows the regular 
hexagonal semi-random array of NPGDs. 

Fig. 1. (a) Single NPGDs with Nanoporous structure. (b) NPGDs on a semi-random array.

Fig 2 shows the extinction spectrum of the fabricated NPGDs. One extinction peak at 
~915nm can be observed from the PDMS substrate. When a sample in the glass is 
fabricated in the exact same procedure it showed an extinction peak at 960nm. The 
apparent shift in extinction is due to the fact the glass substrate has a higher refractive 
index than PDMS.

Fig. 2. Extinction Spectrum of NPGDs
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Abstract

We demonstrate that the polymer with higher conjugation degree offers faster energy 
storage capability and delivers 80% of its theoretical capacity at a rate of 50C. We also 
elucidate the underlying mechanism of charge storage in polymer cathode electrode by 
evaluating redox activity, electron conductivity, and ion transport. The result proves that 
both higher electron conductivity and faster ion transport from higher conjugated 
polymer contribute to faster charge storage properties.

Introduction

Lightweight, flexible, and wearable batteries are receiving active research attention in
recent years.[1] Organic polymers are among the most suitable materials for this
application as being intrinsically flexible, non-toxic, and potentially inexpensive.[2]

Organic polymer electrode materials, especially n-type cation-storing ones, traditionally
had poor stability, low capacity, and slow electrode kinetics.[3] We have recently reported

-conjugated redox polymers with high cycling stability, high capacity utilization, and
ultra-fast energy storage capability.[4] The polymer electrodes deliver 80% of its
theoretical capacity at a rate of 50C even with a high active mass ratio of 80 wt.%, which
is unusually high for organic electrode materials. There is no established theory as for
how such performance can be achieved and optimized via molecular design and
microstructure engineering.

Results and Discussion

In this work, we set out to scrutinize the charge storage mechanism of conjugated redox
polymers and investigate the influence of molecular electronic structure and electrode
microstructure on electrochemical performance. We have designed and synthesized a
series of polymers with largely similar structure but varying degree of conjugation in the
backbone, consisting of -conjugated TVT (dithienylvinylene) and the -nonconjugated  
TET (dithienylethane) comonomers as shown in Fig. 1.[5] The polymers are evaluated as
positive electrode materials for rechargeable Li cells. The morphology, redox reaction
kinetics, electron conductivity, and ion transport of the polymers are measured and
correlated to the cell performance. It is found that the identical functional groups in these
polymers ensure that regardless of the degree of conjugation, the redox reaction of the
polymers proceed at similar rates, and the ion diffusion in the bulk material also happens
at comparable rates. The electronic conductivity of the electrochemically reduced
polymers increases by 100-fold as the -conjugation degree of the polymers increases,
agreeing with our previous observation based upon chemically doped polymers. The -
conjugation degree of the molecular structures also determines the structural order and the
micromorphology of the polymers. The electrochemical surface area of the polymer
electrode is continuously altered by the -conjugation degree, which in turn impacts the

83 
 



ion diffusion model in the electrode. This study elucidates the underlying mechanism of
charge storage in polymer electrode materials and provides guidance for further
advancing these materials high-energy/power energy storage applications.

Fig. 1. Structure of PNDI-TVTx copolymers. X indicates the nominal molar fraction percentage of 
the conjugated TVT versus non-conjugated TET units
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Abstract

Here, we introduce a new type of safe, fast, low-cost, and long-life aqueous electrolyte 
battery as a potential candidate for grid-scale electric energy storage. Using a redox-
active and water-insoluble polyimide-based anode, (PNDIE) and calcinated cupper 
hexaferrocyanide (Ca-CuFePBA) as the cathode, we fabricated an aqueous rechargeable 
calcium-ion battery. Through the experiment confirmation, a highly reversible reaction 
with fast kinetics are presented during the storage of calcium ions by the anode and 
cathode electrodes. The rational combination of these two materials provides a high-rate 
and high-efficiency battery which can represents a promising prospect to meet the 
required power, cycle life, and energy efficiency arises from grid energy storage 
applications.

Introduction

In contrast to the battery used in portable 
electronic devices, the cost and safety are 
relatively more important in large-scale 
stationary energy storage systems, compared to 
the key factors such as energy density and 
cyclability.1 Divalent ion batteries have attracted 
more interest recent years which carry plus-two 
charges per single ion.2 Abundant calcium 
cations have been identified as a promising and 
low-cost candidate ion for transport of multiple 
electrons. However, a key issue toward 
multivalent ion insertion is the ion mobility in 
the host materials. We demonstrate the 
reversible electrochemical storage of Ca-ions by 
PNDIE as the anode electrode and a Prussian 
blue analog (PBA), as the cathode electrode into 
the aqueous electrolyte (Fig. 1). PNDIE and CuFePBA materials are both low cost, easy 
to prepare and environmentally friendly, offering an attractive chemistry for large-scale 
electric storage application.

Experiment Set up

PNDIE and CuFePBA both were prepared by a dehydration condensation reaction a 
simple co-precipitation method.3 The electrochemical investigation on the cathode and 
anode electrodes were performed in the three-electrode half-cell configuration using 
activated carbon as the counter electrode, Ag/AgCl as the reference electrode, and 2.5M 

Fig. 1: Schematic illustrations of 
PNDIE//CaxCuHCF aqueous 
rechargeable calcium-ion battery 
operation

Discharge

e

PNDIE CuHCF

Ca2+

+
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Ca(NO3)2 as the electrolyte (pH=4.7). For the full-cell measurement, the as-prepared 
cathode electrodes have been fully calcinated by applying a cathodic polarization before 
coupling with PNDIE anode. 

Results

The electrochemical characterization revealed that the PNDIE can undergo an 
electrochemical enolization reaction through a reversible Ca2+ association–disassociation 
with the carbonyl groups of the imide molecules, delivering a high capacity at suitable 
anodic working potentials. Moreover, the intrinsic stability and insolubility of the PNDIE 
ensures that it is not dissolved in the electrolyte, and thus allows an excellent cycling 
stability and a high coulomb efficiency of 99.2%. Our elemental analysis also confirmed 
that calcium ions can be inserted into the open structure of CuFePBA upon its reduction 
and removed from the structure during the oxidation process both in a reversible manner.  
Based on these two chemistries, we have demonstrated the fabrication of an aqueous Ca-
ion battery by coupling PNDIE and calcinated CaxCuFePBA as cathode electrode.  
In conclusion, a full Ca-ion battery using CaxCuFePBA cathode and PNDIE anode 
delivers a discharge voltage of 1.18 V and energy density of 47 Wh/Kg with excellent 
cycling (Fig. 2&3). The battery electrodes also fabricated based on low-cost and scalable 
synthesis procedures and they all are environment-friendly.
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Fig. 2: Voltage profile of 
CaxCuFePBA//PNDIE full cell at
1C current rate.
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Abstract

Snakuscules are simple region-based active contours parameterized by two points that act 
as extremely fast and simple two-dimensional blob detectors. While this method has 
applications in cell localization and counting, this framework is still too slow for large 2D 
images and video. In addition, calculating the necessary integral makes 3D application 
impractical. We overcome this challenge using Monte Carlo sampling combined with 
GPU computing to significantly reduce computation time. 

Introduction

The region-based snake defines a pair of concentric disks by two points shown in Fig.1.
The snake minimizes an energy functional that balances the weighted inner area against 
the weighted outer area. It favors a high contrast between the image values averaged over 
the inner disk. The weights are directly set to the image values, with the positive sign for 
the annulus and negative sign for the disk [1].

(1)

where is an image, is the outer radius with the center 
and determines the constant ratio of disks. In order to minimize (1) in a 

uniform area, , two energy subterms should cancel each other which 
results in . To avoid snake from expanding or shrinking forever, energy should 
be normalized to be independent of its external radius by .

The final energy is simplified by replacing integral with sigma and defined as:
(2)

Where and function is a differentiable weight function shown in 
Fig.2.   The snake evolves by movements of and on opposite direction of in order 
to minimize energy using gradient descent.

Materials and methods

Regarding cell counting, snakes can congregate on the image with no hideouts. They are 
evolving independently to find their close light blob. It can be done more efficient and 
faster using GPU-framework by assigning one snake to one thread to grow. Eventually, 
energy of snakes with overlaps are compared and the one with lower energy survives. 
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Figure 1: Snake defined by 2 points p and q Figure 2: weight function

In order to speed up calculation of contour evolution, Monte Carlo integration is used to 
estimate the integral values. Samples are chosen randomly inside the disk and annulus 
using uniform distribution. Therefore, sum over all points in the contour is replaced with 
average sum of samples. The more samples, the more accurate and closer result to real 
integrals.

Results

The method is applied on a DAPI stained rat brain tissue. The final configuration 
with/without Monte Carlo sampling is shown in Fig.3. 

Figure 3: The result of snake evolution. Left: GPU implementation, Right: GPU 
implementation combined with Monte Carlo integration using 1000 samples.

Based on the profiling result, GPU accelerates computations by 50 times in compare with 
running as sequential. Also, Monte Carlo integration using 1000 samples decreases GPU 
running time by 4.

Conclusion 

The result demonstrates that GPU implementation and Monte Carlo sampling make the 
algorithm more efficient and practical for large 2D and 3D images by decreasing the 
computation time. 
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