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Plenary Presentation by 
Dr. Milton M. Morris, Ph.D. 

Sr. Vice President, Research & Development, 
Cyberonics, Inc 

 
Life, Liberty and the Pursuit of Happiness:  Advice on  

Maximizing Your Impact? 
 
We are all born with gifts.  The most we can do is use them.  I have come to 
believe that there is no bigger impact to society that we can make with our lives 
than the one that can be made through the proper leverage of the gifts we’ve been 
given in doing something that brings us true pleasure and delivers to society a 
compelling solution to an unmet need.  Our individual “greatness” is best 
expressed at the confluence between our gifts, our happiness and our service to 
society.  While nature gives us the freedom to operate inside of the confluence, 
many of us have a great deal of trouble finding it – insufficient knowledge of self, 
ever in pursuit of happiness but rarely in possession of happiness, and too much 
time spent consumed in self-service.  No wonder then that lives with immediately 
obvious and observable impact seem to be the exception.   
 
Bill Gates, Steve Jobs, George Washington, Margaret Thatcher, Mother Teresa, 
Abraham Lincoln, Dr. Martin Luther King Jr. and more.  Each with their 
respective “greatness” expressed through the transformation of society at a 
specific point of need – impact.  As engineers and research scientists, we are born 
naturally gifted in math, physics and other hard sciences.  We are built to deliver 
solutions for some of the most enduring unmet needs society faces.  Yet, many of 
us commit chunks of our lives to jobs, corporations, research endeavors, 
educational programs, and other, that 1) do not optimally leverage our respective 
gifts, and/or 2) do not elicit passion or excitement, and/or 4) do not address a 
meaningful unmet societal need.    
 
Through this plenary session, we will discuss methods for identifying our own 
unique gifts, applications of those gifts that could enable a life lived in a state of 
happiness, and some worthwhile unmet needs in society that are ripe for solution.  
Maximizing our impact may be as simple as identifying and living within our own 
personal confluence.  We are all born with gifts.  The most we can do is use them.   
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 Milton M. Morris, Ph.D. 
 Sr. Vice President, Research and 
Development 
  
Milton M. Morris, Ph.D. joined Cyberonics as Vice President, 
Research & Development in January 2009.  During his tenure 
with Cyberonics, the R&D organization has developed two 
human grade implantable pulse generator systems – one 
system commercialized and the other in human clinical trials, 
one pre-clinical grade pulse generator system under 
evaluation with novel intellectual property protected 
stimulation paradigms, one new pulse generator system with 
intellectual property protected wireless communication 
capabilities under development and a novel intellectual 
property protected non-implantable system capable of 
detecting seizures for the purpose of event notification and 

logging.  His R&D team has driven FDA and DEKRA approvals of stronger MRI conditional 
labeling of the VNS Therapy® systems giving patients and physicians access to faster higher 
resolution 3 Tesla imaging systems.  Under Dr. Morris’ leadership, the Cyberonics R&D team has 
grown over 300%, hiring top medical device talent with relevant skills in ASIC development, 
neurophysiology and epilepsy, algorithm development, signal processing, alternative powering, 
RF communication and development of class III active implantable medical devices.    
 
Dr. Morris joined Cyberonics from InnerPulse Corporation, a privately held cardiology-focused 
medical technology company in the Research Triangle Park (North Carolina), where he had served 
as Director, Program Management and Operations since November 2007.  Earlier, Dr. Morris 
worked at Guidant Corporation and its successor, Boston Scientific Corporation.  Over a period of 
11 years, he held several positions, including Principal Senior Research Scientist; Director, 
Research & Development; and Director, Marketing where he was a franchise leader for both the 
implantable pacemaker and defibrillator businesses.  Prior to joining Guidant, Dr. Morris spent 5 
years working as a Research Assistant in the Medical Computing Laboratory at the University of 
Michigan in collaboration with the electrophysiology group at the University of Michigan hospital 
and the Michigan Heart and Vascular Institute.  During this period, Dr. Morris was awarded 
fellowships from the National Science Foundation (NSF) and the National Institutes of Health 
(NIH) in support of his research on the development of novel approaches to low power arrhythmia 
classification algorithms designed for implantable defibrillators.  Dr. Morris is named as an 
inventor on over 15 patents and an author on 19 peer reviewed publications, book chapters, 
abstracts and scientific presentations.   
 
Dr. Morris has served as an Adjunct Assistant Professor in the Electrical and Computer 
Engineering department at the University of Minnesota where he taught Control Systems and 
served on thesis committees.  Additionally, Dr. Morris has been a member of the University of 
Michigan Rackham Dean’s Advisory Board, the University of Houston Biomedical Engineering 
Industrial Advisory Board, and the Advisory Board for the Weldon School of Biomedical 
Engineering at Purdue.   
 
Dr. Morris holds a Masters in Business Administration from Kellogg School of 
Management, a Masters and Ph.D. in Electrical Engineering from the University of 
Michigan and a Bachelor of Science in Electrical Engineering from Northwestern 
University.
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CHANGES IN THE AUTONOMIC AND CENTRAL NERVOUS SYSTEMS IN 
RESPONSE TO TRANSITIONS TO VISUAL AWARENESS 

 
Ziyang Li*1and Bhavin R. Sheth1,2 

1Department of Electrical and Computer Engineering 
2Center for Neuro-Engineering and Cognitive Science 

University of Houston 
Houston, TX 77204-4005 

 
Abstract  

Visual awareness, using a number of perceptual paradigms such as binocular rivalry and 
visual detection, has been studied for decades. Most researches focused on how activation 
of brain components, in particular, the cortex changes in line with the organism’s level of 
awareness.  However, little emphasis is put on the autonomic nervous system (ANS) in 
response to transitions to and from awareness. What kind of role the body plays in 
awareness still remains vague. In this study, we designed a set of visual stimulus 
paradigms to implement binocular rivalry and visual detection tasks, and applied 
electrocardiography (ECG), impedancecardiography (ICG) and pupillometry to 
investigate the activation of two main parts of the ANS - sympathetic and 
parasympathetic nervous systems. From the analysis of high-frequency (HF) component 
of heart rate variability (HRV), pre-ejection period (PEP) and pupil size change, our 
results thus far tentatively indicate that visual detection activates the parasympathetic 
system and deactivates the sympathetic system. However, perceptual alternations in 
binocular rivalry deactivate the parasympathetic system.    
 
Introduction  
 
Binocular rivalry and visual detection are two common tools to probe visual awareness. 
Most researches on visual awareness are interested in the behavioral analysis and its 
association with central nervous system, among which, EEG, MEG and fMRI were often 
used as the techniques. Britz and Pitts (2011) found the three major ERP components 
during binocular rivalry [1]; Liu et al. (2012) distinguished the seen and unseen stimuli in 
visual detection task from lateral occipital cortex at 200-300ms [2]. 
 
Meanwhile, another major research focus, the ANS activation, has been closely related 
with emotion researches, which won’t be involved in our visual awareness experiments. 
On the other side, the HF power of HRV and PEP were often used in those studies as 
parameters to measure parasympathetic and sympathetic activations respectively, which 
gave us precious reference in implementing the experiments. 
 
This study will contribute in meaningful ways to our general understanding of visual 
awareness and the involvement of structure in the nervous system above and beyond the 
cortex. And our knowledge of how human body reacts to consciousness will also be 
enriched. 
 
Methods 
 
Participants (n=10) were required to do three visual tasks, the intermittent binocular 
rivalry (BR) (including two physical alternation control conditions), the visual detection 
of a near-threshold stimulus (VD1), and the visual discrimination of stimulus with six 
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levels of intensity (VD2), as shown in Figure 1. Four keys were used in all three tasks to 
record the response along with two levels of confidence. ECG, ICG, EEG and pupil size 
tracking were conducted and data was analyzed from behavioral performance, weighted 
heart rate (WHR), HF power of HRV, and PEP pre and post awareness transition. 
Classification and multiple linear regression will also be applied to VD1 and VD2 to 
discriminate the autonomic responses within each factor (the confidence, correctness and 
intensity), and weight the three factors in distinguishing the autonomic responses.   
 

 
Fig. 1. Illustration of procedures for three tasks. Procedure a. needs to be presented through a 
stereoscope.  
 
Results 
  
Analysis from limited number of subjects thus far showed that in VD1 and VD2, WHR 
decreases due to orienting response to fixation cross changing color to green, but 
increases immediately after stimulus presentation, no matter subject detected the stimulus 
or not. The amount of increase seems to be differed in the confidence level. In BR task, 
we didn't observe any change of WHR at the perceptual alternation.  
 
The HF power of HRV increases at the stimulus presentation in VD1 and VD2, which 
indicates the activation of parasympathetic system, and decreases at the perceptual 
alternation in BR task; The PEP also increases in VD1 and VD2, which indicates a 
deactivation of sympathetic system, and doesn't change in BR; The pupil size in BR 
increases at reversal trials, but decreases after stimulus onset in VD1 and VD2, which are 
accordant with the findings from HRV and PEP. By applying multiple linear regression 
modeling to HF power of HRV in VD2, we found that confidence level drives the 
amplitude of response instead of correctness or intensity.  
 
References  
  
[1] J. Britz, M. A. Pitts, "Perceptual reversals during binocular rivalry: ERP components 
and their concomitant source differences," Psychophysiology 48(11): 1490-9. 2011. 
[2] Y. Liu, A. L. Paradis, et al., "Activity in the lateral occipital cortex between 200 and 
300 ms distinguishes between physically identical seen and unseen stimuli," Front Hum 
Neurosci 6: 211. 2012. 
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INFORMATION PROCESSING BOTTLENECKS  
OF HUMAN VISUAL SYSTEM 

 
D. Huynh*, O. Ekiz, S. P. Tripathy, H. E. Bedell, and H. Öğmen 

Center for Neuro-Engineering and Cognitive Science 
Department of Electrical and Computer Engineering 

University of Houston 
Houston, TX 77204-4005 

 
Abstract 
 
Our access to incoming visual stimuli typically involves a loss of information due to 
limitations that may occur at different processing levels. The visual system encodes 
visual information and transfers its contents into three memory systems with increasing 
time scales, viz., iconic (or sensory) memory, visual short-term memory (VSTM), and 
long-term memory (LTM). In the present study, we analyzed how motion information is 
processed and stored in memory. In contrast to the traditional assumption that the major 
bottleneck of information processing resides in VSTM, our results show a rather 
distributed and complex structure for bottlenecks that occur during a visual glance. 
 
Introduction 
 
Human cognition is severely limited in the number of items that can be processed at a 
time. For years, this notion has been particularly dominant in the field of memory 
research and led to competing theories regarding whether the limits on VSTM are 
constrained by a fixed number of discrete memory slots or by a finite resource that is 
shareable among items being processed (e.g.[2],[3]). Although competing, they all 
converged on the idea that, among different memory stores, sensory memory and LTM 
have very large capacity and VSTM constitutes the capacity bottleneck. As a result, most 
studies of capacity limits focus exclusively on VSTM, by-passing stimulus encoding and 
sensory memory stages. Our goal in this study was to examine information processing 
bottlenecks from the encoding of the stimulus to its storage in VSTM. 
 
Methods 
 
We extended the method and the paradigm used in [1]. The stimuli consisted of a number 
of identical disks with a subset of which designated as "targets" and the remaining being 
"distractors" (Fig.1). The disks moved along linear trajectories in random directions and 
then stopped. After a delay period, a cue indicated a randomly selected target for report.  

Fig.1.  Illustration of experimental designs. 

Participants were asked to report the remembered motion direction of the cued target. By 
measuring the response error and by applying statistical modeling, we analyzed 
systematically the information processing limits of the visual system, from stimulus 
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encoding to sensory memory and to VSTM. The distribution of errors can be described 
by the following equation: 
 

ሻߝሺܨܦܲ ൌ .ݓ ;ߝሺܩ ,ߤ ሻߪ  ሺ1 െ  ,  ሻܷሺെ180,180ሻݓ

where PDF (ε) is the probability density function of error variable ε. The first term in the 
right-hand-side represents responses to the target object selected for report (Gaussian 
distribution with mean µ and standard deviation σ) and the second term represents 
random guesses (Uniform Distribution). Parameters w and (1-w) are the weighting factors 
of the first and second terms, respectively.  
 
Results 
 
In terms of quality of information (expressed as precision), 63% to 75% of the bottleneck 
occurs in the stimulus encoding stage rather than memory stages (Fig.2-Left). In terms of 
quantity of information (expressed as capacity, referring to the fraction of target items 
that are processed), the bottleneck is distributed among stimulus encoding, sensory 
memory, and VSTM stages. The stimulus encoding stage accounts for 32% of the 
capacity bottleneck (Fig.2-Right). We also find that the effect of target set-size is 
significant at all three stages, but the effect of distractor set-size is only significant on 
capacity at sensory memory stage.  
 
 
 
 
 
 
 

 
Fig.2. Precision and capacity averaged across observers (N=4) as a function of cue-delay 
(seven delay values were used: 0, 50, 100, 250, 500, 1000, 3000 ms) and target set-size 

(T = 1, 5, 9). Error bars correspond to +/- SEM. 
 
Conclusions 
 
There is a rather distributed and complex structure for bottlenecks that occur during a 
visual glance: (1) For precision, the major bottleneck resides in stimulus encoding; (2) 
For capacity, bottlenecks are spread among the stimulus encoding and memorization 
stages; (3) Selection bottleneck of attention applies to all three stages; and (4) Filtering 
bottleneck of attention applies only to the capacity of sensory memory, sparing its 
precision. 
 
References 
 
[1]. C. Shooner, S. Tripathy, H. Bedell, & H. Öğmen (2010). "High-capacity, transient 
retention of direction-of-motion information for multiple moving objects". Journal of 
Vision, 10(6):8, 1-20.  
[2]. N. Cowan (2010). "The magical mystery four: How is working memory capacity 
limited, and why?". Current Directions in Psychological Science, 19(1), 51-57. 
[3]. P. Bays, & M. Husain (2008). "Dynamic shifts of limited working memory resources 
in human vision". Science, 321, 851-854.  
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FABRICATION OF NEURAL PROBES FOR SIMULTANEOUS IN VIVO 
OPTICAL STIMULATION AND ELECTRICAL RECORDING IN THE BRAIN 

 
M. M. Gheewala*1, W.-C. Shih1, G. Purushothaman2, J. A. Dani3, and J. C. Wolfe1 

1Department of Electrical and Computer Engineering, University of Houston, Houston, 
TX 77204-4005 

2Cell and Developmental Biology, Vanderbilt University, Nashville, TN 37232 
3Neuroscience, Baylor College of Medicine, Houston, TX 77030 

 
Abstract 
 
Optogenetics uses genetic manipulations to insert opsin containing light-gated ion 
channels into cells providing control of spiking activity with millisecond precision. This 
paper discusses the fabrication of an advanced optrode, neural probe with an optical 
channel to excite or inhibit the activity of targeted neurons and electrode arrays for 
localizing and mapping neuronal dipoles in the target region. A 2-channel prototype has 
been fabricated by ion beam proximity lithography with plasma deposited resist and in 
vivo preliminary recordings show the successful demonstration of the use of optrodes for 
neural photostimulation and recording. 
 
Introduction 
 
Many fundamental questions in neuroscience remain open and hard to address due to the 
inability to know in vivo the location of spiking neurons. Extraordinary effort has been 
expended in developing neuro-imaging tools [1], [2] but the localization errors of such 
methods can be as high 1 cm. The design specifications of a probe that allows high-
precision 3-D mapping of localization of neuronal dipoles has been described [3], [4]. It 
will need to have 6 tiers of 4-channel integrated sensors (tetrodes) with overlapping 
recording fields. The recording field of one of these tiers should include the tip to provide 
access to undisturbed tissue ahead of the probe. The electrode site diameters should be 
less than 5 µm to enable synchronous spikes to be mapped [5]. The tiers need to be just 
10 µm apart to provide the recording field overlap.  
 
Experimental 
 
We propose to fabricate such optrodes to enable the determination of neural circuits.  The 
fabrication process for a 2-channel prototype involves several steps. First, the fiber is 
coated with sputtered gold and PPMMA, a plasma-deposited resist that becomes 
insoluble in a special developer (amyl acetate) when it is irradiated by high energy ions 
[6]. Then resist lines are exposed on opposite sides of the fiber using a mask illuminated 
by a broad beam of 30 keV He+ ions. Resist lines remain after development that protects 
the conductor lines during Ar+ sputter etching, which removes the unprotected gold.  The 
formation of gold conductor lines is complete after removal of the remaining resist in an 
O2 plasma. Lastly, the probe is again coated with resist and exposed using a transverse 
wire to protect the electrode sites from ion exposure.  The resist over the sites clears on 
development, while the exposed resist remains as an insulating and protective layer.   
 
Results and Discussion 
 
The two channel prototype was used to acquire preliminary in vivo data. Photostimulated 
electrical recordings from adult male prosimian primates (Figure 1a) and spontaneous 
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electrical recordings in the hippocampus of a mouse (Figure 1b) successfully demonstrate 
the use of such probes as recording/stimulation devices utilized across rapidly expanding 
fields of optogenetic experimentation. These probes offer much higher precision in the 
sensing and 3-D localization of neuronal sources. 
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Fig. 1.  (a) In vivo testing in adult male prosimian primates (Otolemur garnettii) showing peri-
stimulus time histogram for a low contrast drifting grating and (b) photostimulated spike recording 
from a single neuron. (c) In vivo testing in mouse hippocampus showing differences in spike 
amplitude on the two different channels. 
 
Conclusion  
 
We have demonstrated the ability to fabricate integrated conductors and contacts on 
flexible, needle-like substrates for the first time. The process relies on plasma-enhanced 
chemical vapor deposition to achieve a resist coating with nanoscale uniformity, 
energetic helium ions or neutral atoms for near diffraction-free resist exposure over the 
cylindrical probe topology, and a micromachined silicon jig to align the conductor mask 
with a needle to within a few micrometers over a ~5 cm length. Such a probe 
configuration has a wide range of functionality including 3-D mapping of action 
potentials in the cylindrical volume surrounding the tetrode along with optogenetic 
control of neuronal signals with high spatial resolution and genetic specificity. The 
technology provides a practical way to incorporate multiple tiers of 4-channel sensors 
that could increase the source localization capability, a development that would 
dramatically increase the number of units that could be isolated at each probe position. 
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Abstract 
 
Although grasping various objects is critical in determining independence in daily life of 
amputees, decoding of different grasp types from noninvasively recorded brain activity 
has not been investigated. Here we show results suggesting electroencephalography 
(EEG) is a feasible modality to extract information on grasp types from the user’s brain 
activity. We found that the information about the intended grasp increases over the 
grasping movement, and is significantly greater than chance up to 200 ms before 
movement onset. 
 
Introduction 
 
There were an estimated 40,000 upper limb amputees in the US in 2012. Highly 
articulated anthropomorphic neuroprostheses provide an opportunity to change amputees’ 
quality of life by allowing them to perform tasks independently. Advances in surgical 
procedures like targeted muscle reinnervation (TMR) have allowed classifying the 
electromyographic (EMG) patterns from targeted muscles to control prosthetic functions 
like moving the arm and basic grasping. Here we evaluate the feasibility of using 
electroencephalography (EEG), a noninvasive and portable technique to record brain 
activity at the scalp, as a source signal for controlling grasp types in robotic limbs. 
 
Methods 
 
Simultaneous EEG and hand kinematics were recorded from five healthy participants 
while they performed a grasping task. Subjects were seated with five objects (calculator, 
CD, espresso cup, zipper and a beer mug) arranged in front of them. Subjects were 
instructed to randomly select, reach and grasp any of the five objects. Whole head EEG 
and hand joint angles were recorded simultaneously while subjects performed this task.  
In an offline analysis, bandpass-filtered (0.1-1 Hz) EEG were used to construct linear 
decoder models to predict the first two Principal Components (PCs) of hand kinematics 
[1]. These predictions were then classified into one of the five grasp types with a 
Bayesian classifier. Information obtained due to the classifier was quantified as the 
decrease in entropy in the class distributions given knowledge of EEG. The maximum 
information that the classifier can provide is the entropy of the prior uniform distribution 
of objects, which was used to normalize the mutual information and obtain an 
information score 
 
Results 
 
We calculated the information score for classifiers using PC1, PC2 and PC1-2 combined, 
for both predictions from EEG, and recorded kinematics, for all subjects (Fig. 1). As 
expected, the information score increases steadily over the trial duration, and 50% of the 
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information is available midway through the movement. Classifier performance using 
both PC1 and 2 was highest, though not significantly greater than PC1 ( ൏ 0.05). PC2 
performance was the lowest. Although classification performance from EEG appeared to 
be lower than kinematics, we found no significant differences, indicating that the EEG 
extracts almost all information available about kinematics.  
 

 
 
 
 
 
 
 
 
 
 
To find out the common EEG electrodes being recruited to predict PC1 and PC2 
trajectories, we plotted a spatial histogram of the percentage of times an EEG electrode 
was selected by the genetic algorithm across subjects (Fig. 2).  Of interest, the scalp maps 
showed not only relevant contralateral EEG channels but also ipsilateral sensors. The 
spatial scalp maps suggest recruitment of brain areas involved in executive decision-
making, primary and supplementary motor function as well as visuo-motor 
transformations, all of which are known to be involved in self-initiated and self-selected 
grasping tasks.         
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Fig. 1. Evolution of classifier
information. The Bayesian
classifier was applied to PC1, PC2
and combined PC 1-2 trajectories,
both from EEG predictions and
recorded kinematics, for all
subjects. The information score,
which gives the percentage of
maximum possible information
gain due to the classifier, was
calculated from the confusion
matrices at each point in time. The
information score steadily
increases over the trial for all
subjects (Movement onset at 0s).

PC2 (green traces) had a throughput significantly lower than PC1 after the first 0.5 s. Although
there was a trend for information from EEG (solid lines) to be lower than from kinematics (broken
lines), there was no significant difference at  ൏ 0.05 level. A histogram of movement end times is
indicated by the shaded gray region, from which it is noticeable that 50% of the information is
already available halfway through the movement (1s). The information available about grasp types
is significantly greater than chance up to 200 ms before movement onset. 95% confidence intervals
are indicated by shaded regions around trajectories.       

Fig. 2. Locations of optimal EEG
electrodes. The percentage of times
an EEG electrode was selected for
the GA to predict trajectories for
PC1 (left) and PC2 (right) is shown
above as a spatial distribution on the
scalp. Recruitment of electrodes
suggests a sparse network involving
frontal, supplementary motor and
motor as well as parietal cortices.  
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Abstract 
 

Detection of false data injection attacks is of importance for reliable operations in power 
systems, and an effective utilization of the anticipated smart grid data deluge will provide 
us actionable insights to achieve this goal. However, the big volume of data collected is 
hard to be analyzed. In this paper, we formulate the false data detection problem as a 
matrix separation problem, and utilize the low rank matrix factorization method to solve 
it. It is shown that the proposed method is able to recover the electric power states as well 
as detect malicious attacks, even under the situation that collected measurement data are 
incomplete. Numerical simulations validate the effectiveness of the proposed mechanism.  

 
Introduction 

 
Unveiling false data injection attacks are crucial to the security and reliability of power 
systems [1]. This task is challenging, since attackers may be able to construct the false 
data attack vectors against the protection scheme, and inject attack vectors into power 
grid that can bypass the traditional detection methods. At the same time, the amount of 
data collected can be formidable for signal processing. Furthermore, the incomplete 
measurement data due to intended attacks or meter failures complicate the task, and thus 
make state estimation even more difficult. In this paper, by noticing the intrinsic low 
dimensionality of temporal measurement of power grid state, and the sparse nature of 
false data injection attacks, a novel matrix separation [2] is presented to determine false 
data injection attacks in electric power grid.  

 
Problem Formation  
 
The DC model for the real power measurement can be written in a linear matrix form as: 
 

ࢠ ൌ ࣂࡴ   (1)                                                          ,ࢋ
 

where H is the Jacobian matrix of power system. ࣂ denotes the power system state 
variables and e is the measurement error. The false data injection attack is defined as: 
 
Definition 1: (False data injection attack) [3] The malicious attack vector a is called the 
false data injection attack if and only if a can be expressed as a linear combination of the 
columns of H as a = Hc.  
 
Denote ࢆ	as the measurement of the power state for a time period of t, and A as the false 
data attacks matrix. The obtained temporal observations ࢇࢆ can be expressed as: 
 

ࢆ =ࢇࢆ     (2)                                                      ,ࡱ
 
where matrix E stands for the measurement errors. Given the observations ࢇࢆ at the ISO, 
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considering the missing measurement due to the meter failures or communication links 
outage in practical applications, the power state variables ࢆ and false data injection 
attacks matrix A can be separated by the following minimization problem [4]:  

 
minࢂ,ࢁ‖ ஐ࣪ሺࢇࢆ െ 	ሻ‖ଵࢆ .ݏ .ݐ ࢂࢁ െ	ࢆ ൌ ,                              (3) 

 
where ࢆ	is expressed as a product of U and V for some adjustable rank estimate r.  Ω	is 
the observation set. 
 
Main results 
 

 
 
Fig. 1.  Numerical results. (left) ROC for IEEE 118 bus. (right) State estimation performance. 
 
The proposed algorithm is evaluated on the IEEE 118 bus, and compared to the nuclear 
norm minimization approach. The numerical results on the ROC performance and error 
cumulative distributive function are shown in Fig.1. 
 
Conclusion 
 
The unprecedented volume, velocity and variety of information in electric grid provide us 
new opportunities, if appropriately utilized, to enhance the reliability of power systems. 
In this paper, we propose a scalable optimization based mechanism that exploits the 
structure of power states measurement and malicious attacks to detect the false data 
injection, and numerical results validate the effectiveness of the proposed algorithm.  
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Abstract 
 
Wireless power transmission is beneficial for geophysical applications, where it is desired 
to transfer power from one point to another along a pipe or between two pipes with an 
obstruction in between. This investigation focuses on optimizing the achievable range 
and power transfer efficiency when transmitting wirelessly between two coils that are 
wrapped around pipes in a lossy environment. A CAD model for the transmitting and 
receiving coils is used to calculate the power transfer efficiency and study the eddy 
current loss in the lossy environment. Encapsulating the coils with an insulated casing 
increases the power transfer efficiency by reducing eddy currents, and it also makes the 
system less sensitive to the surrounding environment. 
 
Introduction 
 
Wireless power transmission is required whenever it is difficult or prohibitive to transfer 
power directly via a cable from a source to a receiver. Some of the pioneering 
investigations were done in the early 20th century, when Nicola Tesla used a resonant 
circuit to transfer electrical power wirelessly [1]. Recently, researchers from MIT 
developed a wireless power transfer system using self-resonant coils, using magnetic 
induction [2]. Also, there have been studies of transferring power wirelessly via radio 
waves [3]. The results of such studies apply to cases in which the environment is lossless, 
such as air. For lossy environments, however, the implementation of wireless power 
transmission will be more challenging as the loss of the environment will induce eddy 
currents hence reduce the power transfer efficiency significantly. 
 
This investigation will focus on optimizing the achievable range and power transfer 
efficiency when transmitting wirelessly between two coils that are in the presence of a 
lossy environment. Many of the conclusions apply to other applications, however, 
including wireless transmission between coils in free space or in other lossy 
environments.  
 
CAD model 
 
A CAD model is introduced to analyze power transfer efficiency. In this model, both the 
transmitting and receiving coils are modeled as combination of lumped circuit elements. 
Each coil is modeled as an inductor (L1 and L2) in series with a resistor (R1 and R2) along 
with a shunt capacitance (Cs1 and Cs2) placed in parallel across the circuit to model the 
stray capacitance of the coil. A shunt resistor (Rp1 and Rp2) is also placed in parallel with 
the inductor to model the eddy current losses in the pipe and in the surrounding lossy 
environment, which may include a lossy earth as well as water with a certain amount of 
salinity. The magnetic coupling between the coils is modeled as the mutual inductance 
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(M). Tuning capacitors (Ct1 and Ct2) are used to compensate the inductance of the coils in 
order to reach resonance. 
 

 
 
Fig. 1.  The circuit model used for wireless power transmission in a lossy environment 
 
In order to derive a formula of power transfer efficiency, we assume that magnetic 
coupling between primary coil and secondary coil is weak, which means the magnetic 
flux generated by the current in the secondary coil will not affect the primary coil. Also, 
the power load RL is assumed to be conjugate match with secondary coil. With such 
assumptions being made, we can derive two sets of formula for the power transfer 
efficiency, one for lossless environment, the other for lossy environment. 
 
Eddy Current Effects 
 
The eddy current effects are due to the electric field in a lossy media induced by the time-
varying magnetic field. The eddy current mainly results from the oil pipe and the 
surrounding lossy environment. Eddy currents in the lossy environment are mainly 
localized around the coils. Therefore, if coils can be sealed by insulate casing, then the 
ohmic eddy-current lossy due to the lossy environment will be reduced, since the region 
closest to the coils is now insulating.  
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Abstract 
 
Conductor loss due to the roughened metal foil surface has significant effects on high-
speed signals propagation.  A practical method to evaluate these effects, including the 
signal attenuation and the propagation phase velocity, is proposed in this paper. A 
periodic structure is used to model the morphology of the roughness profile. The 
equivalent surface impedance is extracted and is then used in the traditional attenuation 
constant formula to calculate the actual conductor loss. This approach is validated using 
measurement, and is shown to be able to provide robust result within 0.2 dB/m relative 
error in attenuation constant. 
 
Introduction 
 
Stripline transmission line is often used for high-speed signal propagation. The metal foil 
is usually specially treated to have rough surface. It is reported such roughness increase 
the signal loss as well as dispersion. The effects of the roughness become even more 
crucial when the height of the roughness becomes comparable to or larger than the metal 
skin depth. The conventional skin depth formula becomes inaccurate especially at high 
frequencies since the fields near the metal behave totally different compared to those for 
smooth conductors. In this paper, a practical method to evaluate these roughness effects, 
including the signal attenuation and the effects on the phase constant of the propagating 
signal, is proposed and investigated. 
 
Analysis 
 
A periodic structure is used to represent the rough surface of the conductors, and within 
the unit cell, a hemispheroid similar is chosen to model the metal protrusion. The period 
of the structure is r, the amplitude of the roughness is Ar and the base radius of the 

 
Fig. 1 A waveguide structure used to extract the fundamental Floquet wavenumber. Only one unit 
cell in the x-direction is inside the waveguide; the structure outside the waveguide (dashed) is not 
modeled. The x-directed periodicity is accounted for by the left and right PMC walls of the 
waveguide. 
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hemispheroid is rbase. An infinite numbers of Floquet modes are produced by this periodic 
structure, and all high-order modes are evanescent except for the fundamental zero-order 
Floquet mode. A rectangular waveguide structure with appropriate boundaries can be 
used to determine the equivalent surface impedance as shown in Fig. 1. The dominant 
mode wavenumber is then calculated using full-wave solver and an equivalent surface 
impedance is then calculated from the wavenumber. 
 
Results 
 
A 42.5  stripline with standard (STD) foil is used to show the roughness effects on the 
signal dispersion and losses. This foil has an average roughness amplitude Ar = 7.975 m, 
a period r = 10.62 m and rbase = 3.54 m. Fig. 3 shows the comparison of the total 
attenuation constant between the calculated results using proposed method and 
measurement, for a stripline of 39.14 cm long. The attenuation constant for this stripline 
increases by 1.5 Np/m compared to that with smooth conductors.  
 

 
Fig. 2. The total attenuation constant αT for a single-ended stripline with STD foil. The measured 
data is extracted directly from the measured insertion loss information of the STD line. The 
smooth data is calculated using the conventional skin-depth formula. 
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Abstract 
 
In this work, we present a straightforward and high-throughput approach to detect 
biological entities. Distinguished from intensely studied surface plasmon resonance 
(SPR) involved nanohole systems, our design is simply based on optical transmission 
imaging of submicron hole arrays. Taking advantage of interference lithography and 
selective functionalization, we have successfully demonstrated this design using anti-
lysozyme antibodies, and have shown a limit of detection below 0.1 ng/mL. 
 
Introduction and System Design 
 
The great demand for detection of biological entities such as protein biomarkers, viruses, 
and bacteria in basic research and clinical diagnostics impulsed a rapid development of 
biosensing technologies in the last decade. Micro- and nanostructured materials have 
been widely embedded in optical sensor design, with promising of increased sensitivities 
and multiplexing capabilities. As the mainstream design, SPR based systems have 
capability to implement quantitative and qualitative in-time measurements. However, the 
multiplexing has become an issue due to the requirement of bulky configuration and 
spectroscopic base. In fact, a design of bio-detection system which can simultaneously 
accomplish high throughput, high sensitivity, high multiplexing capability is still missing.  
 
 

 
Fig.  1. Schematic of optical imaging based nanohole system. The capture of biological targets can 
be signaled as a blocking of transmission light through nanohole. Over 30,000 events can be 
monitored simultaneously in a frame of optical microscope image with a 250µm x 250µm field of 
view. 
 
Therefore, we exploited a new optical approach for biodetection in this paper. The 
schematic of this design is shown as Fig. 1.   
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Methods and Results 
 
In order to achieve high throughput, a Lloyd’s mirror based interference lithography (IL) 
system was applied to fabricate nanohole arrays with period of ~2μm.  The size of 
nanohole varied from ~1000nm to 600nm and the density of holes was larger than 107 per 
cm2. Fig. 2 (a) shows typical SEM and optical microscope images for the nanohole 
samples. This high pack density ensured the reliability, sensitivity and multiplexing 
capability of this design.  
 
To demonstration the design, a lysozyme based immunization process was tested on these 
nanohole arrays, and the protocol of selective functionalization and chemical decoration 
can be described by Fig. 2 (b).  
 

 
 
Fig.  2. (a) SEM and optical microscope (OM) images of nanohole arrays; (b) Protocol of selective 
functionalization and silver staining; (c) Before and After OM images under different HEL 
concentration. 
 
A pair of before functionalization (Before image) and after sliver staining (After image) 
images was taken from the same sample at the same location, by commercial optical 
microscope with 50X objective. By comparing the Before and After images, we can 
monitor the antibody-protein binding events directly, and the images can be further 
analyzed by an open source software Image J (http://rsb.info.nih.gov/ij/), quantitatively.  
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Abstract 
 
Surface enhanced Raman spectroscopy is one of the most sensitive techniques for 
molecular sensing. Developing plasmonic substrates in order to improve the sensitivity 
and effectiveness of SERS has been the current topic of research. Here, we propose 
sputtered gold nano-dots (AuNDs) and nanoporous gold disks (NPGD) as effective SERS 
substrates. AuNDs show an average SERS enhancement factor of 8*106 with large scale 
structural uniformity. NPGD however, show an enhancement factor of ~ 108 that is ~517 
times larger than that for planar NPG thin films. The technique presented here can be 
generalized for patterning NPG into other geometrical shapes.  
 
Introduction 
 
Surface enhanced Raman spectroscopy (SERS) has been widely used for molecular 
identification and compositional analysis with very high sensitivity and thus can provide 
a platform for chemical and biological sensing.  The high sensitivity in SERS is attributed 
to the near field enhancements by localized surface plasmons at resonance with the 
excitation wavelength. These enhancements are observed in the SERS “hot spots” due to 
plasmonic coupling between the nanostructures. Development of plasmonic 
nanostructures of noble materials like gold and silver has been the current topic of 
interest since these exhibit strong electromagnetic field enhancements in the visible and 
near-infrared region of the EM spectrum. Fabrication of large area uniform substrates 
with high stability and high reproducibility typically in the dimensions of the order of 
nanometer has been one of the most important challenges in order to exploit the wide 
analytical applications of SERS.  
 
Here, we typically demonstrate a comparatively inexpensive fabrication of two different 
types of substrates being used extensively for molecular sensing applications. The first 
type of substrate developed in our lab is coined as AuNDs (Gold nano-dots). They are 
thin self organized sputtered gold-nano islands of about 6-8nm in size and 4-5 nm 
spacings with very large area structural uniformity and high stability. AuNDs, smaller 
and denser than any of the existing technologies exhibit an enhancement factor of about a 
million which is one of the best, using a cost effective physical protocol. The other type 
of substrate coined as nanoporous gold disk (NPGD) exploits the SERS response of 
nanoporous gold patterned in disk shaped structures. These types of NPG disk shaped 
structures are fabricated using a large scale inexpensive technique called nanosphere 
lithography (NSL). The fabrication process is currently being applied for the formation of 
different geometries of patterned nanoporous gold. 
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Methods  
 
AuNDs were fabricated using a diode sputtering system at high pressures. The gold nano-
islands obtained are smaller, denser and cost effective than any of the current 
technologies. A self assembled monolayer of a SERS marker was then coated on these 
islands in order to test them for SERS response.  
 
NPGD were fabricated using large area spin coated PS nanospheres as the etch mask for 
argon plasma etching of the alloy (Au28 Ag72)films deposited using a home built DC 
magnetron sputter deposition system. The stack consists of a thick gold supporting under 
layer for the NPGD. Ag was then selectively leeched out from the alloy by dipping the 
samples in 70% concentrated nitric acid for few seconds. The residual silver content was 
determined to be less than 10% by EDS. 
 
Results 
 

             
 
 

Fig.1. (a) Scanning electron micrographs (SEM) for 5nm thick AuNDs (b) SEM for 500nm 
diameter NPG disks. 
 
A 517 fold improvement is obtained in the enhancement factor when the nanoporous gold 
is patterned into disk shaped structures (NPGD). The enhancement factor obtained for 
AuNDs was estimated to be around 8*106 for a self-assembled monolayer of 
benzenethiol. The simplicity of the fabrication for AuNDs enables it to be used for 
various molecular sensing applications [5].  
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Abstract 
 
We present a parallel Raman microspectroscopy scheme for simultaneously collecting 
Raman spectra from multiple points by projecting a series of multi-point laser 
illumination pattern using a spatial light modulator (SLM). The scheme enables us to 
collect Raman spectra within 80 ൈ 80	μmଶ field of view from as many as 100 points 
simultaneously per illumination pattern. With a series of patterns calculated from the 
bright field image considering the vertical separation distance between two adjacent 
particles, we can cover all the particles in one sample without overlapping spectra 
information.  
 
Introduction 
 
Raman spectroscopy is a powerful tool for compositional analysis via inelastic light 
scattering. Conventional Raman spectroscopy requires a long acquisition time since it is a 
weak phenomenon. We present a Raman spectroscopy scheme to automatically generate 
a series of illumination patterns to avoid vertical overlapping just from the bright field 
image of a translucent sample and acquire Raman spectra with high speed. 
 
Analysis 
 
To acquire a Raman spectra map of a sparse sample is time-consuming and inefficient. 
Instead, using SLM to active illuminate the sample with a series of patterns can achieve 
higher efficiency without mechanical moving or waste of laser power by scanning areas 
without valid sample. To avoid overlapping of spectra, on the direction vertical to 
spectra, the distance between two adjacent illuminated sample points should not be less 
than its size. Thus we can split all the points into subgroups within which there is no 
overlapping.   
 
Methods 
 
Sample used is 2μm polystyrene beads on a coverslip. We use a flat silicon wafer to 
verify the positions of Illumination patterns. First a visual image is taken by camera1. A 
program module calculates the centroids of bead and separates them into subgroups. 
Then we generate the accordingly holograms of each pattern by a module written with 
LabView. The laser wavefront is modulated by an SLM to generate the desired pattern. 
Illuminated sample spectra is taken by camera2. 
 
Results 
 
Shown in Fig.1 (a) is a bright field image of 1413 polystyrene beads of 2μm diameter 
within 80 ൈ 80	μmଶ. The centroids of all beads are separated into 45 patterns that covers 
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all the beads, of which first 3 are shown in Fig.1 (b). Then SLM displays holograms as 
shown in Fig1 (c) to modulate laser into desired illumination patterns while computer 
controlled camera2 takes Raman spectra of each illumination pattern. 
 

(a) (b) (c)

 
Fig. 1. (a) Bright field image of 1413 polystyrene beads; (b) Diagram of the first three illumination 
patterns; (c) Holograms of first three patterns.  
 
Conclusions 
 
The scheme we present can achieve active Illumination in order to acquire non-
overlapping Raman spectra from sparse samples. 
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Abstract 
 
Microglia, Central Nervous System (CNS) cells，similar to macrophages, undergo 
characteristic changes in cell arbor morphology in response to tissue perturbation.  Our 
goal is to discover the progression of these changes and determine the associated arbor 
features derived from 3-D multi-channel fluorescence confocal microscope images of rat 
brain tissue. A progression from highly ramified microglia to round cells proximal to the 
injury site of an implanted neuroprosthetic recording device is revealed.  
 
Introduction 
 
Microglia, the resident immune cells of the Central Nervous System (CNS), exhibit 
progressions of 3-D arbor morphologies, reflecting underlying cellular activation states, 
in response to tissue perturbations [1]. Current understanding of microglia is largely 
based on qualitative visual analysis of 2-D micrographs. There is a compelling need for 
an objective and quantitative 3-D analysis of microglia arbors over extended (multi-
millimeter) tissue regions. Towards this goal, we present a method combining 3-D 
confocal imaging of extended tissue regions, large-scale computational image analysis 
[2], quantitative neuromorphology [3], and bio-informatics [4], which allows 
unsupervised discovery of progressive alterations in microglia arbors from image-based 
cell measurements and mapping their 3-D spatial distribution in the tissue. Furthermore, 
we have developed a multithreaded implementation of this method at interactive spend in 
the open-source FARSIGHT toolkit (www.farsight-toolkit.org). 
 
Analysis and Results 
 
Coronal sections of rat brain motor cortices, some with electrodes implanted for 30 days 
were cut into 100-μm thick slices, and labeled (GFAP for astrocytes, Iba-1 for microglia, 
Hoechst for nuclei, and NeuroTrace for neurons). From the overlapping tiles imaged by a 
spinning disk confocal microscope, a 3-D montage of extended was created. Nuclei were 
segmented and Iba-1+ nuclei identified. Microglial somas were segmented using a level-
set method and the arbors were automatically traced. The arbor morphologies were 
quantified with the L-measure to generate 131 features/cell. These features are the input 
of the k-NNG based progression analysis which consists of three components: 1) Feature 
clustering to generate coherent modules of highly correlated features; 2) Feature selection 
by comparing the k-NNGs of each feature module to find a group of progression-similar 
feature modules that show significant variation patterns; 3) Multi-level visualization to 
display the progression at user-defined resolutions by making cuts on the dendrogram of 
hierarchical clustering of samples. Importantly, all of the analysis charts and the 3-D 
rendering of the original image overlaid with the arbor traces are actively linked, enabling 
the interactive multi-scale analysis. 
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Fig.1. Results of progression discovery of microglia arbor morphology. Groups C1 through C6 are 
cells with progressively less-complex arbors. (A) Spatial distribution of the six microglia groups 
near the implant displayed as color-coded spheres. (B) Sample close-up images (green), and 
automated arbor traces (right), of microglia for each group. (C) Cell population distributions for 
the six microglia groups for control, implanted, and device-proximal tissue. (D) Heatmap 
representation of the progression showing significant progressive variations of the selected 
features. The discarded features do not exhibit a clear variation pattern. 
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Abstract 

 
We describe an accurate method to characterize the efficiency of rf heating of various 
nanoparticles (NPs) suspension and targeted ligand-NPs combinations. We have analyzed 
all rf loss components, which include magnetic spin losses, electric field induced losses 
in NPs and eddy-currents losses in NPs solution. A 30 MHz high-Q resonator was 
designed to measure samples placed inside a parallel plate capacitor and solenoid coil 
with or without a specially designed electric field shield. To quantify rf heat enhancement 
due to the presence of NPs, their specific absorption rate (SAR) was determined by 
measuring the temperature change of the NP suspension using a solenoid coil. We carried 
out measurements of magnetic (superparamagnetic iron-oxide with dextran matrix), 
metallic (Au) and dielectric (silica) NPs to analyze all possible mechanisms of heat loss 
to subsequently identify and isolate the contribution from just the NP. 
 
Introduction 
 
Currently available targeted cancer treatments such as rf hyperthermia and ablation 
techniques are non-selective frequently inducing thermal necrosis in both normal and 
malignant cells in the treatment zone. However, it has been demonstrated that 
functionalized nanoparticles (NPs), acting as rf absorption enhancers in the presence of 
an external rf source are cell-selective. While the rf heating of colloidal suspensions as a 
whole is well documented, contribution of medium heating to overall heating of the NP 
suspension has generally been neglected.  

(a)  (b)
                                                               
Fig. 1. (a) Rf heating measurement set-up with water-cooled LCR resonator consisting of a parallel 
plate capacitor and solenoid (b) Magnitude of Ez, Eϕ and Hz are shown for solenoid with quartz 
tube containing air sample; conducting sample and air sample with copper shield.  

 
Design and Methodology 
 
Usually, the SAR of NPs suspension is estimated using a long closely wound solenoid 
coil and/or a parallel plate capacitor. In a solenoid whose axis lies along z-axis, the effect 
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of the time-varying uniform rf magnetic field Hz responsible for spin related losses and 
the induced electric field E responsible for eddy currents losses on the SAR 
measurements have been studied in literature. However, the existence of the conservative 
electric field Ez caused by the scalar electric potential due to the coil winding which in 
most solenoid configurations is at least in the order of E magnitude has been 
overlooked[1]. The neglected heating resulting from interaction of Ez field component 
with both NPs leads to an overestimation of the SAR of the NPs[2]. Figure 1a and 1b 
show the experimental set-up and the numerically analysis of rf losses due to interaction 
of both NPs and the suspension with electric (Erf) and magnetic (Hrf) field respectively. 
 
Results	and	Conclusions	
	
We distinguish and specifically calculate the individual contributions of the rf magnetic 
and electric fields to the overall heating efficiency of the NPs as shown in Figure 2a for 
the three rf fields configurations. To determine the magnetic loss of the SPIO NPs, the 
calorimetric equations for the sample in the solenoid with shield are used, 

                                                                               
(1)

 
The magnetic component of SAR (SARM) of the SPIO NPs can be expressed as follows, 

 20 "

2M z
NP

SAR H
  



  

(2)
 

It can be estimated from our calculations that if the Es field loss was neglected (as it is in 
literature calculated SAR) calculated magnetic SAR would be ~14 kW/kg as compared to 
actual magnetic SAR of 4.1 kW/kg (off ~250%!) as shown in Figure 2b [3].  
  

(a) (b) 

Conc. 

(mg/mL) 
” 

SARM 

(kW/kg) 

SARM /fH
2 

(Wsm2/kgA2) 

28 0.0038 4.1 2.9 x 10-12 

1 0.0054 5.86 4.2 x 10-12 

 
Fig. 2. (a) Temperature dependence on time for 28 mg/mL and 1 mg/mL SPIO suspension 
samples, insets show size distribution, zeta potential and first 20s linear dependence of 
temperature  (b) SAR values of SPIO NPs for, Hz=7.1 kA/m, Es=1.91 kV/m, f=30 MHz. 
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Abstract 
 
Current cancer screening techniques are often labor-intensive and require high initial 
costs. To address these issues, we are participating in a project to develop a low-cost chip 
for cell enrichment. The proposed system uses water-based bio-compatible ferrofluid as a 
uniform magnetic environment that surrounds the non-magnetic (cancer) cells within a 
set of microfluidic channels and reservoirs. By applying an external magnetic field, the 
non-magnetic objects can be pushed away, and these objects (including cancer cells) can 
be potentially trapped, manipulated and directed towards a specific location. Key to this 
system is the ability to deliver dynamically-reconfigurable magnetic field patterns. We 
are developing a system that produces such fields. 
  
Introduction 

 
Current cell screening technologies such as the fluorescence activated cell sorter (FACS) 
are labor intensive, require ‘tags’ to identify cells of interest and are of high cost. In 
contrast,  microfluidic chips use only a small amount of cell samples, and can carry out 
enrichment and manipulation based on physical biomarkers of cells such as size, density, 
shape, elasticity and polarization. The cells of interest can be manipulated by applying a 
magnetic buoyancy force if the microparticles are suspended in a ferrofluid. Ferrofluids 
are stable colloidal suspensions of permanently magnetized nanoparticles in a carrier 
liquid like water or oil. Each particle is typically made from magnetite (Fe3O4) coated 
with a monolayer of surfactant to prevent the particles from agglomerating under van der 
Waals attraction forces. Furthermore, the ~10 nanometer particle diameter is small 
enough to ensure that the particles remain dispersed by Brownian motion and do not 
agglomerate under gravity and magnetic interactions. Therefore, ferrofluids are stable 
suspensions that exhibit superparamagnetic susceptibilities with suspended magnetic 
particles constituting typically up to 10% of the total fluid volume. 
 
Method 
 
The basic idea of this device is to manipulate micro-particles by forces applied to them 
through externally generated, time-varying magnetic fields. The magnetic field gradient 
thus obtained will exert a translation force on magnetic particles. We envision that the 
magnetic fields are produced by a set of cross-wires under the container holding the 
particles suspended in a liquid. By varying the current flowing through each cross-wire in 
a controlled manner, magnetic fields with desired gradient characteristics can be obtained 
resulting in a desired movement of the suspended particles. The following analysis shows 
how this can be accomplished. Consider point like magnetic particles that are constrained 
to move in a chamber in the x-y plane. They will experience magnetic force exerted by a 
y-directional steady current under the chamber given by an odd function of x: 
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Magnetic particles tend to gather above the current flow, while nonmagnetic particles 
will be pushed away. We can apply this mechanism to transport or trap nonmagnetic 
particles in ferrofluids. For example, sequentially applying a brief current pulse to a 
number of parallel cross-wire will result in a motion perpendicular to the cross-wires. 
Nonmagnetic particles may be trapped by applying steady currents to two sets of 
neighboring x-directional and y-directional wires. 
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Abstract 
 
The objective of this research was to study surface reflectivity measurements during 
underpotential deposition (UPD) of lead monolayer on Au(100) single crystal. We have 
successfully implemented  surface reflectivity measurements to study reaction kinetics of 
UPD. The results proved that monolayer coverage has a direct effect on intensity and 
reflectivity. Intensity of the reflected beam decreases with increasing  monolayer lead 
coverage on gold crystal. This opens the potential to study surface limited redox 
replacement reaction kinetics [1]. 
 
Introduction 
 
Underpotential deposition (UPD) phenomenon refers to potential dependent adsorption of 
metal atomic layers onto a foreign metal substrate at a potential which is more positive 
than the reversible Nernst potential [2].  
 
Results and Discussion 

 
Figure 1: (a) Current Density vs. Potential graph of Lead UPD on Au(100) from 0.1M HClO4 + 1mM 
Pb2+.with a 20mV scan rate. Voltage Limits: 0.7V-0.02V. (b) Charge vs. Potential graph. (c) Coverage vs. 
Potential graph.  
Figure 1 shows the CV that is obtained during Pb(UPD) on Au(100). Adsorption and 
stripping peaks are almost reversible during lead UPD on Au(100) crystal. Charge can be 
integrated from anodic or cathodic reaction as in figure 1-(b).  

Q ൌ  i. dt
୲ଶ
୲ଵ                    (1) 

After using the cathodic curve from figure 1-(a) and calculating charge and Q/Q0, charge 
values can be directly transformed into coverage values, and then coverage vs. potential 
graph can be obtained as in figure 1-(c). Basic components of our system are a CCD 
camera, a laser as the light source, gold plated thin film wafer as the reflecting mirror, an 
electrochemical cell to immerse all three electrodes (working, reference, and counter 
electrodes), data acquisition device (DAQ), connector block, and a potentiostat. 
Reflectivity can be measured from pixel intensities of an image [3]. In other words 
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change in the reflectivity of a surface has a linear relationship with changing intensity of 
the reflected light from a surface. In addition to this, it is also proved that coverage has a 
direct correlation with intensity of the reflected light beam in many optical and 
electrochemical studies (I~R~	θሻ [4]. Therefore, we can normalize our pixel intensity vs. 
potential graphs into normalized intensity vs. potential graph to estimate the change in the 
coverage with respect to potential difference. While I represents intensity, it can be stated 
that change in the coverage with time can be expressed with change in the intensity ( 
ୢ୍

ୢ୲
~
ୢୖ

ୢ୲
~
ୢ

ୢ୲
). Finally, the correlation between the reflectivity and coverage is 

R=RPb/Au+(1-θ).R0, so coverage (θ) can be expressed as below.          

θ ൌ
ୖିୖబ

ୖౌౘ/ఽ౫ିୖబ
										(2) 

Here, R0 is the reflectivity from the bare gold surface while R refers to the recorded 
reflectivity values of the reflected laser beam during the experiment, RPb/Au is the 
reflectivity of surface with full monolayer coverage. ߠ represents the coverage which 
becomes 1 when the lead UPD monolayer is completed.  

 
Figure 2: (a) Intensity vs. Potential graph of Lead UPD on Au(100) from 0.1M HClO4 + 1mM Pb2+.with a 
10mV scan rate. (b) Normalized intensity vs. Potential graph. (c) Coverage vs. Potential graph. 
Intensity decreases with deposition of lead on Au(100) with decreasing potential, and 
starts increasing after reaching minimum potential value due to desorption process of lead 
UPD monolayer. When the potential decreases (adsorption takes place), coverage 
increases and reaches to its maximum value at minimum potential value (-60mV). In 
contrary, when potential increases from -60mV to 0.6V, coverage decreases because of 
the stripping of lead monolayer.  
 
Conclusion  
 
It is proved that coverage has a direct effect on intensity and reflectivity. We have 
successfully implemented  surface reflectivity measurements to study reaction kinetics of 
underpotential deposition. Intensity of the reflected beam decreases with increasing  
monolayer lead coverage on Au(100). This opens the potential to study surface limited 
redox replacement reaction kinetics [1].  
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Abstract 
 
Single and few layers molybdenum disulfide (MoS2) with grain size up to 20 �m have 
been successfully grown on SiO2/Si substrates by chemical vapor deposition (CVD). The 
number of MoS2 layers and uniformity of the thickness and quality of the single crystal 
grain are verified by Raman spectroscopy. For the single layer MoS2, a 1.8eV direct 
band-gap was also confirmed by photoluminescence. A bi-layer MoS2 field-effect 
transistor (FET) has been demonstrated with much higher mobility (17 cm2 V-1 S-1) and 
on/off ratio (~4 x 108) than previously reported CVD MoS2 FETs or FETs fabricated 
from mechanically exfoliated MoS2 flakes. The results suggest CVD MoS2 is a promising 
material for low power electronic applications, e.g. thin film transistor for the next 
generation displays. 
 
Introduction 
 
The single-layer (SL) graphene has a linear Dirac-like band structure with no bandgap, 
which leads to the formation of massless Dirac fermions with remarkable electronic 
properties, e.g., an effective speed of light vF ≈ 106 ms–1 and a room temperature mobility 
of 200,000 cm2V−1s−1. However, the lack of a bandgap also limits the application of 
graphene. Recently, transition metal dichalcogenides (TMDs), molybdenum disulfide 
(MoS2) in particular, have attracted a lot of attention.  The bulk MoS2 is a semiconductor 
with an indirect bandgap of ~1.3 eV and the SL MoS2 has a direct bandgap ~ 1.8 eV.1,2,3  
Therefore, MoS2 could complement graphene for many electronic and photonic 
applications. However, studies of mechanically exfoliated MoS2 on SiO2 found the room 
temperature mobility is < 10 cm2V−1s−1 for SL-MoS2 and 10~15 cm2V−1s−1 for bilayer 
MoS2, which are substantially lower than the measured ~ 200 cm2V−1s−1 of the bulk 
MoS2, or the calculated ~ 410 cm2V−1s−1 of intrinsic n-type SL-MoS2, which is limited 
only by optical phonon scattering.  
 
In this research, we report the construction of field-effect transistors (FETs) based on 
single-crystal bilayer and few-layer MoS2 grains. With a single-crystal bilayer MoS2 
conducting channel, we have achieved a superior mobility of 17.3 cm2V−1s−1 and a 
current on/off ratio of 4x108 in a back-gated MoS2 FET. 
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Fig. 1(a), Raman spectra of bilayer MoS2 crystals. 
E2g

1 at 383 cm-1 and A1g at 405 cm-1. The laser 
excitation wavelength is 532 nm. Figures 1(b) and 
1(c) show Raman intensity mappings of E2g

1 and A1g. 
Fig. 1(d), a typical photoluminescence (PL) spectrum 
of the bilayer grain presents two emission peaks at 
676 nm and 630 nm, known as A1 and B1 direct 
excitonic transitions, respectively.5  

 

 

FIG. 2. (a) Optical image of the device. The gap 
between the two electrodes crossing the MoS2 grain 
is 1μm. (b) (Open circles) Drain-source current IDS 
as a function of back-gate voltage VG at fixed drain-
source bias voltage VDS=+500mV. (Red line) 
Linear-fit of the data within the back-gate voltage 
range from VG=+80V to VG=+100V. From the 
linear fit data, the carrier mobility is calculated to be 
μ=17.3 cm2V-1s-1. (c) Drain-source current IDS 
plotted in logarithmic scale as a function of back-gate 
voltage VG at fixed drain-source bias voltage 
VDS=+500mV. The optimized current pre-amplifier 

gain used in the measurement: 100pA/V for VG=-100V to -90V, 10nA/V for VG=-89V to -80V, 
500nA/V for VG=-79V to -40V and 10μA/V for VG=-40V to +100V. (d) Drain-source current 
IDS as a function of back-gate voltage VG at drain-source bias voltages VDS=+500mV, 
=+400mV, =+300mV, =+200mV and =+100mV. 

Conclusion 
 
In conclusion, a FET with a bilayer MoS2 channel has a mobility ~ 17 cm2V−1s−1 and an 
on/off current ratio ~ 108, while the FET with a few-layer MoS2 channel exhibits 
comparable mobility, but slightly lower on/off current ratio. The results suggest that CVD 
is a viable method to synthesize high quality MoS2 grains with performance comparable 
to the best mechanically exfoliated MoS2 flakes, and MoS2 FETs are promising 
candidates for low power electronic applications. 
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Abstract 
 

Microglia are the resident immune cell population in the mammalian central nervous 
system (CNS). These highly plastic cells exhibit ramified arbors in their resting state, and 
progressively less-complex arbors when activated. Our goal is to compare the spatial 
distributions of resting and activated microglia in normal brain tissue against tissue that is 
perturbed by insertion of a neural recording device. A hierarchical extension of 
Coifman’s [1, 2] unsupervised harmonic analysis method was used to profile these 
multivariate data and identify groups of similar cells and the underlying features. This 
iterative procedure induces an orthogonal basis by constructing a coupled geometry over 
the row and column spaces of the feature matrix. Smoothing of the dataset, and the row 
and column clusters is achieved simultaneously when the algorithm converges.  

 
Introduction 

 
We are interested in profiling the changes to large populations of microglia (>10,000 
cells) caused by implantation of neuroprosthetic devices. For this, we present a harmonic 
analysis based hierarchical co-clustering method that accepts high-dimensional feature 
vectors (>127 features) describing microglial arbor morphology, and groups these data in 
a manner that allows us to identify groups of morphologically similar cells and clusters of 
related features simultaneously, in a robust and concise manner. Specifically, we are 
interested in co-clustering approaches with built-in smoothing ability in order to avoid 
over-fragmentation of clusters due to the unavoidably “noisy” nature of the arbor feature 
data. Our method is able to infer the geometry of the row and column spaces, and also 
take into consideration the structure of the entire data matrix simultaneously.  
 
Method 
 
Given a feature matrix	ࡰൈ, in this application, a microglia data table with ݊ rows 
corresponding to ݊ cells, ݉ columns corresponding to ݉ arbor features, the method 
iteratively clusters rows and columns to achieve smoothing of the matrix such that groups 
of similar cells and groups of correlated features are inferred when convergence is 
obtained. Iterative co-clustering between rows and columns is performed by constructing 
the local geometry of the row space and column space of the feature matrix alternatively. 
 
Result 
 
The harmonic co-clustering reveals four salient groups of cells, as seen in Figure 1 below. 
Figure 1(a & b) on the left show the spatial distributions of each of these cell groups 
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using color-coded spheres for control, and device-implanted tissue, respectively. The 
panels (c – f) in Figure 1 show close-ups of sample cells from each cluster. The heatmaps 
on the right in Figure 1 is a visualization of data matrix  for both raw data and 
reorganized data. 

 
Fig. 1. Spatial distribution & typical samples: (a-b) spatial distribution of four subsets of cells for a 
control tissue and implanted tissue, color coded spheres corresponding to cells in four groups; (c-f) 
typical samples of four subsets cells. Heatmap of (a) raw feature table of the implanted tissue data; 
(b) reorganized data table applying Purple boxes indicated four salient groups of cells. 

Conclusion 
 
Our hierarchical extension of harmonic co-clustering is a powerful method to profile 
microglial arbors, allowing direct comparison of normal and tissue perturbed brain tissue. 
This method is robust to noise in features, produces biologically meaningful yet concise 
results, and is scalable to large datasets. By combining this method with a linked 
visualization system, it is possible to map the spatial distribution of cells versus their 
activation status. Quantitative results obtained on large datasets including cells from 
control and implanted tissues demonstrate the power of this method. 
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Abstract 
 
Quantitative analysis was performed on three-dimensional images of rat brains that 
received neural implants.  The application of L-Measure, a quantitative measurement tool 
for neuronal reconstructions, on the images revealed certain limitations in describing  the 
overall cell shape, the cell orientation, and the soma as well as viewing the data at 
multiple scales.  Additional metrics were developed and some methods of L-Measure 
were reworked to enhance the quantitative study of neurites within a program called the 
FARSIGHT 3D Trace Editor. 
 
Introduction 
 
Microglia are the main form of immune defense within the brain.  Their role in the 
protection and maintenance of the brain makes them a target of study of neurological 
diseases.  Microglia can be classified into three states: ramified, amoeboid, and activated.  
In each state, microglia takes on a particular structure.  In the case of studying the effects 
of neural implantation, the brain slice reveals a majority of amoeboid-like microglia 
gathering at the implant site after one week and a majority of activated (highly-branched) 
microglia after six weeks.  A healthy and unaffected brain shows microglia in a ramified 
(resting) state.  The quantitative feature analysis allow for the objective comparison of 
microglia in their various states as well as the study of the cell variations within a state.  
 
L-Measure computes 43 unique metrics and all except for type, helix, and fractal 
dimension are incorporated in the FARSIGHT 3D Trace Editor[1].  The trace editor is a 
program used for visualizing neuronal images and performing cluster edits on traces, 
which are a collection of 3D points and their radii modeling the soma and the processes 
of each cell in an image[2].  The measurements are obtained from the traces and presented 
in a table where each row list the computed features of a cell: the soma surface area, the 
diameter of the processes, the path length of the processes, and so on.  A total of 69 
unique metrics are currently computed at the cell-level in the Trace Editor. 
 
Methods 
 
An addition of 26 metrics have been added to describe glial morphology (see Table 1). 
 

Table 1. Some metrics to describe glial morphology. 
Metrics Description 
Distance to Device Euclidean distance of the soma point to 

the surface of the device. 
Azimuth/Elevation to Device Direction of the Euclidean distance of the 

soma point to the surface of the device. 
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Overall Cell Tips to Device Angle The angle between the overall tip 
direction and the closest point to the 
device with the soma point as the vertex. 

Convex Hull Magnitude The overall direction of the surface points 
with the soma point as the origin. 

Convex Hull Surface Area The surface area of the convex hull. 
Convex Hull Volume The volume of the convex hull. 
Ellipsoid Major Length The longest length of the 3D ellipse. 
Ellipsoid Minor Length The medium length of the 3D ellipse. 
Ellipsoid Normal Length The shortest length of the 3D ellipse. 
Ellipsoid Major Azimuth/Elevation The direction of the longest length of the 

3D ellipse. 
Ellipsoid Eccentricity A measure of how much the ellipsoid 

deviates from being circular.  
 
Discussion 
 
Since L-Measure currently provides quantitative information only at the cell level, the 
current work is to expand the quantitative analysis across multiple levels to provide 
information at the segment level and below as well as the information above such as the 
cell-to-cell level.  With each additional level, new features emerge such as the density 
and nearest neighbor measurements at the cell-to-cell level.  The manipulation of data at 
multiple levels will further enhance the quantitative analysis of neurites.  For each level, 
the applicable features are put into a heat map, or some other graphical representation of 
data, to obtain a hierarchy of features to reveal correlations between features.  While L-
Measure computes the same statistics (min, mean, max, and standard deviation) for every 
metric, not every metric should have these statistics such the counts, which only 
computes one number for each cell.  Since these statistics should not be applied to soma 
position and the counts, not every feature can be correlated through direct comparison of 
the min, mean, and max.  A method that takes into account feature dependencies upon 
other features needs to be applied to the data.  Other alternative methods, such as the 
comparison of distributions, are being considered to obtain more accurate feature 
correlations. 
 
Conclusion 
 
The proposed metrics along with L-Measure are designed to set a quantitative standard 
for researchers to use for analyzing neurites and compare results.  Analyzing data at 
multiple levels as well as adding new metrics will provide insight to understanding cell 
morphology.  Additional metrics will be implemented and validated for a quantitative 
description of the overall cell shape as needed. 
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Abstract 

 
The objective of this project is to develop an intuitive and reliable segmentation 
technique for bright field microscopy images based on color. There are various methods 
which have been developed to segment image based on color but most of them require 
parameter tuning when dealing with different image datasets or variations within a 
dataset. This tuning requires the user to understand some part of the algorithm employed. 
This project presents a novel method of segmentation of 2D bio-medical images by 
employing active learning for classifying super pixels. This is more intuitive to the user 
and is adaptable to variations present within and between datasets.  
 
Introduction 
 
In the field of bio-medical imaging, staining is the basic method of separating different 
proteins or cells in tissue sample. Once stained, there are various imaging techniques 
present which can capture the required spectral components one at a time or altogether. 
Bright field microscopy which captures the image formed by passing light through the 
tissue sample is one of the simplest and most popular techniques used for various 
analyses. In order to aid with these analyses various image processing and analysis 
techniques have been developed. Image processing deals with improving the quality of 
image whereas, image analysis deals with higher level operations like detection and 
interpretation of image contents. Image segmentation is a borderline process which 
presents the image in such a way that it is beneficial for subsequent analysis or 
annotation. Hence it is important to equip the user with reliable and easy to tune 
segmentation algorithm.  
 
Analysis 
 
There are many different methods developed for segmentation of color images [3 and 4]. 
Some of them try to find edges present in the image using different color models at 
different scales before combining them based on some criteria. These methods usually 
require some preprocessing and filtering before segmentation and are sensitive to 
parameters. Region or area based segmentation techniques perform segmentation either 
growing uniform regions from initial seeds or by splitting up of non-uniform regions into 
smaller segments until they satisfy the homogeneity criteria and then merging them based 
on heuristic to form maximum possible uniform area. These techniques work well when 
criteria can be defined easily; this cannot be generalized easily since there is lot of 
spectral overlap in all bio-medical image datasets which is innate to staining process. 
Clustering techniques employ various features from different color models, sometimes 
data dependent specialized features and discover clusters within them. There are many 
clustering techniques available but most of them require parameter tuning which requires 
the user to understand the working of algorithm to some extent. This is not desirable 
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when there is large variety of datasets with both inter and intra-dataset variance.  
 
Method 
 
We are using simple linear iterative clustering algorithm [1] to create superpixels in the 
given image. This reduces the number of feature points to be classified speeding up the 
algorithm and acts as a down sampling step. Classifying superpixels instead of pixels also 
reduces the resulting texture in the output which may occur due to noise or errors in input 
image. The mean color values of the superpixels are tabulated and converted from RGB 
color space to CIEL*a*b* and HSI color space before presenting it to active machine 
learning algorithm [2]. Active learning algorithm queries the most informative samples to 
be labeled by user to converge on to best classifier. Once the superpixels are classified 
the final segmentation result is obtained. 
 
Result 
 

 
 

Fig. 1.  Tissues from different anatomical regions are segmented. 
 

 
 

Fig 2. Images from same dataset with variations in staining (IBA1 stained Glioblastoma images). 
 

The algorithm can handle variance within a dataset and between datasets as long as they 
are linearly separable and by presenting the user with samples from original image, we 
are able to successfully develop an intuitive and adaptable segmentation algorithm. 
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Abstract 

 
Astrocytes are glial cells of particular importance for studying several disease 
mechanisms, as well as brain reaction to the presence of implanted devices. Astrocyte 
nuclei detection is a complicated task due to the presence of microglial cells, neurons and 
endothelial nuclei. In addition, astrocytes are characterized by a complex octopus-like 
morphology, and complex cell-cell and cell-vessel contact patterns. Given that astrocyte 
nuclei and processes are stained in different channels, there is a substantial challenge for 
automated quantification methods. This work introduces a novel machine-learning 
method for the quantification of astrocytes, based on a combination of morphological and 
associative features derived from 3D multi-channel confocal microscopy images. 
Astrocyte roots, i.e. regions of basal convergence of astrocyte processes, are strong 
indicators of the presence of astrocyte nuclei within their proximity. In the proposed 
method, nuclei classification and root detection are effectively coupled in a 2-stage 
classification scheme, employing active learning so as to allow the expert biologist to 
provide the most informative training examples. Starting from the identified roots, a tree-
based tracing algorithm is applied to enable quantification of astrocyte morphology. 
Experimental results demonstrate the usefulness of the proposed method for quantifying 
tissue perturbations caused by implanted neuroprosthetic devices. 
 
Results 
 

 
 

Fig. 1 shows some of the challenges for astrocyte tracing. 
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Fig. 2 on left shows dense interest point detection, figure on right shows root points detected using 
the classification method. 
 

 
 

Fig. 3 shows the tracing of astrocyte arbors for a couple of images. 
 
Conclusion 
 
The proposed algorithm performs automated classification and morphological 
quantification of astrocyte cells. The use of active learning for training the classifier 
further reduces the human effort involved in the process. Using the proposed method 
which is a part of FARSIGHT, an open source toolkit, it would be possible for 
researchers to quantify astrocyte cell morphology as a function of disease or perturbations 
caused to the CNS.  
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Abstract 
 
Cancer immunotherapy can harness the specificity of immune response to eliminate 
tumors. Adoptive cell therapy (ACT) based on the adoptive transfer of T-Cells 
genetically modified to express a chimeric antigen receptor (CAR) has shown 
considerable promise in clinical trials. Discovering the optimal functions of CAR T-Cells 
associated with clinical benefit is essential for designing the next generation of clinical 
trials. Although recent advances in live animal imaging like multiphoton microscopy 
have advance the understanding of T-Cell functions in vivo, T-Cell based ACT in clinical 
trials requires the need to link molecular and functional features of T-Cell pre-infusion 
with clinical efficacy post-infusion, by using in vitro assays monitoring T-Cell functions. 
To accomplish this Microfabricated arrays designed in biocompatible polymers like 
polydimethylsiloxane (PDMS) are used to spatially confine effectors and targets in small 
volumes (wells). In this way thousands of effectors-targets interactions can be monitored 
simultaneously by imagining individual wells. A nanowell array containing 6,000 wells 
was designed and imaged every 10 minutes for a period of 17 hours. Two imaging 
modalities have been used bright field and fluorescence imaging. The algorithms 
developed use the information present in both imaging modalities to accurately find and 
detect each individual cell. 
 
Accurately quantifying the motility and migration pattern of the effectors and target cells 
is of foremost importance since this information can be further correlated to how likely 
an effector-target cell interaction will result on a successful killing event. This study 
describes the computational methods used to analyze the high-throughput interaction 
between effectors and targets cells together with the preliminary cell-to-cell interaction 
analysis obtained from these data. To this end we have developed algorithms for 
accurately detecting each individual cell container (wells), segment every cell target and 
killer cells [3], and solve the association problems (track cells across different time 
points). All the core algorithms have been tested and implemented using C++, with an 
interface in MATLAB. 
  
Results 
 
Despite intense study of interaction between natural killer (NK) and target cells, few 
studies have been devoted to the individual study of entire contact history of each NK 
cell [1]. Additionally, of the few studies reported most of them have only been done 
using small sample sets consisting of a reduced number of cell interactions [2]. The 
proposed approach has allowed us to quantitatively study the cell-to-cell interaction and 
the motility behavior of the effectors cells in a high throughput application in a fully 
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automated way. Figure 1 shows an example of a nanowell containing 1 effector cell (red) 
and 1 target cell (green). A manual validation of 300 wells during 80 timeponts, each one 
containing 1 effector cell and multiple targets was performed and the accuracy of the 
proposed segmentation algorithm was found to be above 98%. After accurately 
segmenting and tracking the cells we can compare the different cell interaction and 
motility behavior of the cells, to correlate them to the killing ability of the effector cells. 
A quantitative measure of the cell-to-cell interaction has been used with a scale from 1 to 
10 according to the distance between the two cells and their respective shapes. Figure 2 
shows a summary of the frequency of each cell-to-cell interaction before target cell is 
death. 
 

 

Figure 1. Effector cell in red, target cell in green. This color image is generated by overlapping the 
phase contrast image together with the corresponding fluorescence image. The high motility and 
shape variation of the effector cell is clear from this three time points. Also, since the nanowell 
array is moved to image all the wells, the images present a small variation in orientation. 
Autofocus is a time consuming operation, since we want to maximize the throughput of the 
experiment this functionality was disabled, this posses and additional level of complexity to the 
image processing algorithms. 
 

 
Figure 2. A plot of the frequency of the amount of cell-to-cell interaction before the cell death 
event. The blue circles highlight two cell populations, a first one corresponding to cells which only 
have short interactions and kill, and a second group of cells which require a high amount of 
interaction before killing a target cell.  
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Abstract 
 
This paper presents an algorithm for seed detection of Microglial arbors structures in 3-D 
microscopy images.  Microglia a Central Nervous System (CNS) immune cells, undergo 
characteristic changes in cell arbor morphology in response to tissue perturbation.  There 
are many analytical tools built to discover the progression of these changes and determine 
the underlying arbor features from 3-D fluorescence confocal microscope.   The validity 
of these rely heavily on the accurate tracing of these glial arbors, which calls for the 
better seed detection techniques that are more robust to noise and less sensitive to the 
parameters In order to achieve that, we first formulate the seed detection problem as a 
pixel classification problem.  We then use the classification based dictionary learning 
algorithm developed in [7] that can learn the structures in the image in order to perform 
the classification task and therefore detect the center line pixels(seed points). The 
algorithm does not depend on any scale parameter.   
 
Introduction 
 
Automated tracing algorithms [1] start with identifying the seed points (or starting 
points).  Most of the tracing algorithm results in incorrect or incomplete tracing results if 
inappropriate parameters values are selected for seed point detection algorithm [2]. To 
this day these seed points are detected using either by local maxima [3] response or by 
applying the threshold to the vessel map image [4].  If the parameters for Local maxima 
approach are set too low then the seed points collected could be because of the noise.  If 
the parameters are set too high, then the thin arbors might not be traced correctly.  
Finding the optimal parameter values is difficult.  Applying the threshold to the vessel 
map also has the similar issue of selecting the optimal parameter value. 
 
Method 
 
The problems of incorrect parameter settings have motivated us to develop flexible seed 
detection technique that relies on the inherent structure of the arbors to be traced.  A 
dictionary of two different structures was learned for two classes ‘Vessel’ and ‘not 
Vessel’ was learned using KSVD algorithm [5].   
We have learned the Dictionary D                   along with the weights of the classifier as 
in [7].  Let Y                be the set of n-dimensional N input signal, i.e. Y = [y1…yn]. 
Reconstructive dictionary   D with K items and weights of the classifier W                with 
sparsity T for sparse representation of Y can be accomplished by solving 
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Where X              are the sparse codes of input signal Y.  H                  are the class labels 
for two classes ‘Vessel’ and ‘not vessel’.      are the discriminative sparse codes.   ,   
are the scalars controlling the relative contribution of the corresponding terms. 
 
Results 
 
Figure 1 shows the preliminary results of our approach and its comparison with the 
traditional seed detection techniques 

 
 
Fig. 1. Seed points in blue overlaid on Maximum Intensity project in gray, the image on the left is 
for the proposed seed detection algorithm, on center is for the seed detection algorithm using 
Vesselness measure and the one on the right is for the local maxima seed points. 
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Abstract 
 

In this paper we present a method for the robust detection and segmentation of nuclei in 
2D slices of the whole rat brain. The heterogeneity of the cell shapes, sizes and texture in 
a whole brain section presents a challenge to the current generation algorithms for 
nuclear segmentation. We propose a three step segmentation algorithm for the robust 
detection segmentation of nuclei.  

 
Introduction 

 
A majority of nuclear segmentation algorithms follow a two pronged strategy to segment 
nuclei, the first seed detection and the second segmentation refinement. The first step is 
usually a binarization step to detect the foreground pixels [1] in the image followed by 
either convolution with a circular and elliptical kernels [1] or radial voting frameworks 
[2] to detect the centers of the nuclei. The seed detection is followed by an initial 
segmentation step an estimate of the boundaries of the cells are produced to be passed on 
to a later refinement step. This can be a local maximum clustering [1] or Voronoi 
tessellation [2] or other methods where the seeds themselves alone are used for growing 
contours. 
 
With the segmentation refinement too there are a variety of methods available. The 
popular methods are graph cuts and, evolution of contours using partial differential 
equations (PDE). Alpha expansion [3] is the preferred graph cuts based method. The PDE 
based methods are active contours and level sets. We present methods to make these two 
steps more robust than what is present in the current literature below. 

 
Methods 

 
With the free availability of fast Fourier transform (FFT) based fast convolution 
algorithms [4] there has been a long history of development of steerable filters [5]. For 
the robust detection of the all nuclei in the rat brain where there is a large variation in the 
size, shape and textures of the nuclei we need to use a variety of elongated kernels. We 
use a set of steerable to filters to implement convolutions with a large range of Laplacian 
of Gaussians (LoG) which include elliptical kernel and get the maximum responses for 
each pixel. While these are robust to elliptical shapes and uniform blobs they are weak in 
detecting highly textured nuclei and nuclei with large unstained nuclei such as the 
pyramidal neurons in the cortex of the brain. To detect these nuclei, we use fast tensor 
voting framework [6] to get another set of responses for the nuclei and use a local 
widowed clustering to get the seeds for the nuclei. 
 
While computing the responses we store the kernel which corresponds to the maximum 
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response. Hence for each seed we have an accurate initial segmentation. We then 
initialize all the pixels under the corresponding kernel with a unique label and then use 
the improved graph cuts framework which includes the second order smoothness terms to 
refine the boundaries. The energy terms for the weights of the nodes and the edges in the 
graph are the same as those presented in [1]. 
 
Results 

 
Shown below is a sample result of the proposed seed detection method. Results of the 
proposed initial labeling and refinement strategy will be presented on the poster. 
 

   
 
Fig. 1.  Details the segmentation steps. Left: Input image. Right: The seeds detected, green points 
represent the accepted seed and the red, rejected seeds where the LoG response and the tensor 
voting did not have corresponding local maxima in 5x5 window. 
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Abstract 
 
Hyperspectral images are associated with a large number of features and high 
dimensional data, which makes segmentation a challenging task. The interpretation of an 
image as a graph leads to a fast and efficient method of generating image segments. 
Considering the merits, graph based methods have become increasingly popular for 
image segmentation. In this research, we present a graph based approach for 
hyperspectral image segmentation. Our approach uses both spatial and spectral 
information from hyperspectral images, and segments more than one object. This 
approach can be applied in various fields and it represents an important advantage to the 
object segmentation field. 
 
Introduction 
 
As emphasized by the Gestalt theory that perceptual grouping plays an important role in 
human visual perception. Elements are structured into groups called segments sharing 
common features. Thus segmentations are helpful for object recognition. The wide 
availability of hyperspectral images led to new developments in the field of image 
segmentation. Graph based segmentation is one such computationally efficient method 
developed in recent years [1]. Each pixel in the image corresponds to a node in the graph. 
It is associated with a spectrum and edges that connect a node to its neighbors. These 
edges carry weights corresponding to a function which describes the divergence between 
the two spectra. Each pixel starts as a separate segment. Neighboring subgraphs are 
merged whenever there is no evidence of a boundary between the two regions, resulting 
in a segmented graph.  
 
The approach has been implemented to images with three channels [1]. In this work, we 
have extended the proposed study to multi-channel or hyperspectral images. Algorithm 
testing is done with real hyperspectral images. 
 
Related Work 
 
A predicate is defined for evaluating the evidence for a boundary between two 
components in a segmentation. The Felzenszwalb algorithm [1] determines the boundary 
evidence by comparing the weight associated with segment’s smallest connecting edge to 
the maximum internal weight in either subgraph. The resulting predicate compares the 
inter-component differences to the intra- component differences and is thereby adaptive 
with respect to the local characteristics of the data. The weight on the edge is the 
dissimilarity measure which is given by spectral divergence[2]. Euclidean distance across 
all wavelengths is used to compute the divergence. 
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Experimental Results 
 
Figure 1 shows a hyperspectral image of Pavia City. Figure 2 shows a segmented image 
of the city where each segment represents a homogenous area.  
 

           
              Fig. 1. - Pavia City                                        Fig. 2. - Segmented Image 
 
Conclusion 
 
Experimental results presented in this work indicate that graph based segmentation is an 
efficient approach to segment a hyperspectral image. Our segmentation algorithm makes 
simple greedy decisions, and yet produces segmentations that obey the global properties 
of being not too coarse and not too fine according to a particular region comparison 
function. 
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Abstract 

 
In this work we present and apply a new Hyperspectral image classification method 
based on infinite Gaussian mixture models (IGMM). Since this approach is a non-
parametric Bayesian method, we circumvent the problem of model selection which is 
unavoidable and often difficult when employing traditional parametric Gaussian mixture 
models (GMM). In the preprocessing step, we use Local Fisher’s Discriminant Analysis 
(LFDA) for dimension reduction. We compared our proposed IGMM based classification 
method to the existing state-of-the-art classification methods. 

 
Introduction 

  
Hyperspectral  imagery  (HSI)  provides  rich  information  captured  over  a  wide  range  
of  the  electromagnetic spectrum  for  each  pixel  in  the  image, making  it  suitable  for 
ground  cover  classification  applications.  We need to do dimensionality reduction to the 
original data. Local Fisher’s Discriminant Analysis (LFDA) [1] had been applied to HSI 
since it preserves the statistical structure of multimodal and non-Gaussian data. When 
using GMM, the typical approach for determining the number of modes is to employ the 
Bayesian Information Criteria (BIC).Although LFDA-GMM achieves good classification 
performance, estimation of the number of modes may be inaccurate and it also requires a 
“tuning” process. 
 
IGMM 
 
The common generative Gaussian Mixture Model is [2]: 

| ~ ( | ), | ~ ( | )i i i kc M ultinom ial x c k G aussian    
   

                     (1) 
where the indicators 

1{ }N
i iC c   indicate which class each pixel belongs to, and 

1{ } , { , }K
k k k k k     


are parameters of Gaussian distribution. We choose conjugate 

priors which yields a posterior that is in the same family as the prior, for the model 
parameters as following: 

| ~ ( | ,..., ), ~ HDirichlet
K K

    


,                                  (2) 

where ~ H  stands for: 

0

1
0 0 0~ ( , / ), ~ ( )k k k vGaussian K Inverse Wishart    

 
                   (3) 

Since the posterior distributions for both C and Θ cannot be computed analytically, we 

use Gibbs Sampler to obtain samples from it [2]. Upon convergence, these samples will 

approximate the posterior distribution. We sample new values for Θ according to 
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                                   (6) 

 

This generative process in (6) is known as the Chinese restaurant process [3]. 
 
Experimental results 
 
Three classification algorithms are compared here: SVM, LFDA-GMM and LFDA-
IGMM. The data we are using is "University of Pavia" and "Pavia Center". The 
classification results are in the Table 1. 
 

TABLE 1： Overall Accuracies (%) as a function of number of training samples per class 
 

Number of Training Samples per Class 40 70 100 150 
Algorithms University of Pavia Data 

SVM 84.28 84.58 85.46 89.90 
LFDA-GMM 83.70 88.88 90.45 91.47 
LFDA-IGMM 83.03 88.38 90.37 92.21 

Algorithms Pavia Center Data 
SVM 91.25 93.88 94.72 95.55 

LFDA-GMM 91.50 94.26 95.28 95.98 
LFDA-IGMM 91.02 93.71 95.44 96.42 
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Abstract 
 
We design and develop a hyperspectral imaging system using the theory of compressive 
sensing (CS). Compared to conventional hyperspectral imaging system collecting the 
whole 3D data cube, this novel system is able to use much fewer observations to 
reconstruct spectral and spatial information. In this system, a spatial light modulator 
(SLM) is used to generate a measurement pattern to get the coded projection of data cube 
and CS reconstruction method is used to estimate full data cube. 
 
Introduction 
 
Spectral imager is a useful technique widely used in many fields, such as biomedical 
analysis, environmental sensing. It collects a three-dimensional data cube which is the 
intensity of light as a function of spectral wavelength and spatial location. Conventional 
spectral imagers generate equal or larger number of measurements than the elements in 
the data cube. But for those spectra, they tend to be sparse on some basis, such as the 
wavelet basis, so that it is not necessary to collect the whole data cube. Fortunately, the 
development of CS technique makes it possible to obtain fewer measurements than 
before, and recover the original data cube using mathematical methods.  
 
In the past few years, many researchers developed some novel spectral imaging systems 
based on the theory of CS. Wagadarikar et al. proposed a coded aperture snapshot 
spectral imager (CASSI)  which encodes 3D data cube into single shot  two dimension 
array and then estimate the cube by solving an optimization problem [1]. Arguello et al. 
enhanced the reconstruction quality of CASSI by obtaining multiple shot measurements 
[2]. Then Wu et al. provide a more flexible solution to multishot snapshot spectral imager 
by using a digital micromirror device (DMD) [3]. However, the systems above could 
only reconstruct spectra with small amounts of bands. In this work, we present a 
hyperspectral imager which can reconstruct spectra in the range of dozens to hundreds of 
bands.  
 
Methods 
 
In this system, an input data cube is propagated to a liquid crystal based SLM which 
generates a random measurement pattern. After the spatial information is modulated, a 
dispersive element is used to generate spectral modulation of SLM modulated image. 
Then the measurements are captured by a standard charge-coupled device (CCD) 
detector. Finally, the input data cube is reconstructed using two-step iterative 
shrinkage/thresholding (TwIST) algorithm developed by Bioucas-Dias et al [4]. 
 
We simulate the measurement acquisition process by using computer that implements 
spatial and spectral modulation, and investigate the reconstruction. Spectra used are 
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collected by Raman microscopy with 801 spectral bands. The data cube simulated has 
spatial image size 200×200 pixels and 40 spectral bands which are obtain by adding 
every five bands together from original spectra. This data cube is spatially encoded by 
random generated SLM pattern which is a binary mask with 37% pixels on and 63% 
pixels off. Then after the dispersive element, the measurement we get is a matrix with 
size 200×240 pixels.  During the recovery process, we use TwIST solver to obtain the 
reconstructed data cube.   
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Abstract 

 
We measure the extinction spectra of nanoporous gold (NPG) by nitric acid dealloying 
from Au-Ag film and sputtered gold nanoisland in both transmission and reflection 
modes. We can control the nanoisland feature size by changing the deposition time and 
the porous size by varying dealloying condition. We found two peaks from extinction 
spectra. One less than 500nm corresponds to the resonant absorption of gold and the 
other ranging from 520nm to NIR represents the localized surface plasmon resonance 
(LSPR) excitation from different nanostructure. The shift band determines the adequate 
incident wavelength for surface-enhanced Raman spectroscopy (SERS). 

 
Introduction 

 
A surface plasmon is an electro-magnetic wave propagating alone the surface of a thin 
metal layer. The surface plasmon can absorb or scatter the incident light and resulting an 
extinction peak. If the plasmon resonance occurs on nano-scale fine structure, it is called 
localized surface plasmon resonance. The extinction peak may vary due to different 
dielectric media or different surface structures [1, 2]. The extinction peak can be used to 
identify the laser wavelength for Raman spectroscopy. The band shift property has been 
applied on organic and biologic molecule detection. In this paper, we demonstrate the 
ability of LSPR measurement as a quick refractive index sensing tool. 

 
Methods 

 
The LSPR measurement has been done in reflection and transmission modes. 
Transmission mode can measure highly transparent material like thin gold coating on 
coverslips. A broadband white light is collimated and shine on the sample. The light is 
scattered and absorbed by the thin gold coating and the transmitted light is collected by 
fiber to a spectrometer (Thorlabs CCS200). In contrast, mirrorlike substrates such as 
silicon or thick gold on coverslips need to be measured by reflection mode. The white 
light is guided from one branch of a multimode fiber optical coupler (FIS 
MMC38550129C) to the combined port. The sample is placed very close to the fiber and 
the reflected light is collected by the same fiber and delivered to the other branch which 
is connected to the spectrometer.  

 
The gold nanoisland is sputtered on hydrofluoric treated silicon or piranha cleaned 
coverslips by Hummer sputter coater system (Technics). The NPG formation contains 
two processing steps. First is the convention top-down deposition of Au-Ag film on 
substrate. The less noble metal is then dissolved in concentrated nitric acid. The leftover 
gold will form a porous structure during the process. The pore and ligament sizes can be 
controlled by changing the dealloying time and temperature [2, 3]. The NPG film can 
also be synthesized by dealloying a white gold leaf [4]. 
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Fig. 1.  The extinction spectra of gold nanoisland on coverslip in air and in IPA (n = 1.3776). On 
peak at ~475nm is independent of gold thickness and dielectric surroundings. The other at ~550 - 
650nm shows the red shift of different refractive index or gold layer thickness. 

 
Results and Conclusion 

 
We have identified different strategies for measuring LSPR of transparent and 
reflectional materials. The extinction spectra of NPG and gold nanoisland have been 
measured in different refractive index dielectrics. We observed two extinction peak and 
band shift from different dielectric media and surface structure. The nanoisland on 
coverslip is easy to make. Combining with LSPR, it is a convenient method for refractive 
index detection. The NPG has great potential in SERS molecule detection. We can find 
the suitable laser wavelength for best SERS enhancement.  
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Abstract 
 
In this study, we developed an optical fiber temperature sensor for thermometry in high 
temperature/pressure and strong electromagnetic interference environments. From the 
experimental results, the optical fiber temperature sensor can withstand, and normally 
operate over a temperature range from 300 °C  to 800 °C . We expect that the proposed 
sensor can be developed to accurately monitor temperatures in harsh environments. 
 
Introduction 
 
Accurate temperature measurement in harsh environment presents significant challenges 
to conventional temperature sensing technologies, including thermocouples, IR camera 
and pyrometer. Harsh environment often involves high temperature, high pressure, strong 
electromagnetic interference, and high-energy radiation exposure. In this work, we 
proposed a novel design of optical fiber thermometer (OFT) based on blackbody 
radiation. The OFT was tested from 300 °C  to 800 °C  in a high temperature furnace. A 
temperature measurement accuracy of better than 1.5% over the whole range was 
achieved. The experimental results show that the developed blackbody OFT is a 
promising candidate for noncontact temperature measurement in harsh environment. 
 
Sensor configuration and Methods 
 
The configuration of the sensor is shown in figure 1. It consists of three parts: the probe, 
the waveguide and the signal processing system. The probe is a simulant blackbody 
cavity formed by a ceramic cavity coated with black paint. A 200/220 μm silica fiber 
serves as the waveguide. The broadband signal acquisition and processing system 
includes a near-infrared (NIR) spectrometer and a PC.  
 

 
 
Fig. 1. (a) The blackbody OFT system diagram. (b) Picture of the OFT probe. 
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According to blackbody radiation theory, we can determine the temperature of any warm 
object by measuring the emitted IR radiation and fitting the radiation spectrum by 
Planck's radiation function. However, in practical cases, three main factors should be 
taken into consideration: 1) the ceramic cavity emissivity ; 2) the optical path factor ; 
3) the photo detector responds . So, a system correction should be done before 
blackbody radiation fitting. In this study, all these factors can be taken as constants. To 
get the correction factors, our solution is dividing the blackbody radiation spectrum at 
temperature T1 by the radiation spectrum of the OFT at the same temperature.  
 
Results 
 
The blackbody OFT was tested from 300 °C  to 800 °C  in a high-temperature furnace. 
The probe of the OFT was placed in the furnace and a K-type thermocouple was placed 
in the same position to monitor the furnace temperature. The furnace temperature was 
increased with step of 50 °C . Data obtained by thermocouple and the OFT are listed in 
table 1. Here, the temperature T for system correction is 582.1 °C . The maximum 
deviation of temperature test results of the OFT and thermocouple is about 1.5%. When 
the temperature higher then 434.0 °C , the deviation is within 0.2%. This is a good result 
among current OFTs.  
 

Thermocouple 
( °C ) 

Fiber Sensor  
( °C ) 

Thermocouple  
( °C ) 

Fiber Sensor  
( ) 

287.3 283.0 584.5 584.74 
335.7 332.7 634.1 634.48 
384.0 381.8 683.5 683.63 
434.0 434.8 733.3 734.29 
482.7 482.71 783.3 784.04 
533.0 533.42   

 
Table 1. Results of the test of blackbody optical fiber sensor in a high-temperature furnace from 
287.3 ºC to 783.3 ºC.  
 
Conclusion 
 
In this study, a blackbody optical fiber thermometer was developed for accurate 
thermometry in harsh environment without complicated fabrication and calibration 
processes. Experimental results show that the OFT has a stable performance from 300  
to 800 °C , and achieve a temperature measurement accuracy of better than 1.5% over the 
whole temperature range. 
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Abstract 
 
Visual masking is defined as the reduction in the visibility of one stimulus, called the 
target, by another stimulus, called the mask. Para- Meta-contrast masking occurs when 
the mask and the target are spatially non-overlapping (Figure 1a-1b). In noise masking, 
the visibility of the target is a reduced by a mask that is a noise pattern (Figure 1c). The 
goal of this study is to investigate the contributions of guess rate (modeled as the weight 
of a uniform distribution in a mixture model) and stimulus encoding precision (modeled 
by the inverse of the variance of a Gaussian distribution) to the aforementioned masking 
effects. Results show that both increased guess rate and decreased stimulus encoding 
precision take place during metacontrast masking. In the case of masking by noise, 
reduced encoding precision alone provides a more parsimonious explanation for the 
masking effects.  
 
Introduction 
 
Visibility of a stimulus, called the target, can be reduced by a second, spatio-temporally 
overlapping or flanking stimulus, called the mask. This phenomenon is called visual 
masking. Masking can be divided into categories in terms of temporal aspects (forward 
and backward masking) and spatial aspects (para-metacontrast, noise and pattern 
masking, See Fig. 1) [1]. In this study, we aim to shed light on how masking occurs from 
a statistical perspective. How does the mask affect the visibility of the target? Does the 
signal produced by the mask increase the guess rate or decrease the precision of the 
mechanisms encoding features of the target? 
 
Methods 
 
Subjects were asked to fixate at the center of a 
screen placed 1 m away. Target and mask pairs 
given in Fig. 1a-1c for noise masking and 1a-1b 
for metacontrast, respectively, were presented at 6 
deg eccentricity. Stimulus onset asynchrony 
(SOA), the time delay between the onset of the 
target and the onset of the mask, ranged from -100 

Fig.  1.  Stimuli configurations 
a) Target  
b) Para-Metacontrast mask 
c) Noise mask 

d) Pattern mask 

to 200 ms. Target and mask durations were 10 ms. The task was to report the orientation 
angle of the target bar. Error was calculated as the difference between reported and actual 
angles for each trial. Error values were binned and normalized to extract the probability 
density functions for each SOA value. We fitted the models shown in Fig. 2 to determine 
the contributions of each factor. Five subjects participated in the experiments. 
 
Results and Discussion 
 
Fig. 3A-3B shows the metacontrast and the noise masking functions for one subject, 
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respectively. Fig. 3C-3D provides examples of how model parameters vary as a function 
of SOA for metacontrast and noise masking, respectively.  
We found the best fits of each model to the data for both 
metacontrast and noise masking. Kolmogorov-Smirnov test 
results, adjusted R2 coefficients, which take the number of 
parameters into account, and the distribution of residuals 
were combined into a single measure to evaluate the 
goodness of fit for both models. Repeated measures 
ANOVA results show that the Gaussian+Uniform mixture 
model performs significantly better than the Gaussian 
model in metacontrast masking [F1,4=15.489, p=0.017]. 
Therefore, we concluded that both increased guess rate and 

 
Fig.  2. Models 
a) Gaussian 
b) Gaussian + Uniform 

decreased stimulus encoding precision take place during metacontrast masking. In noise 
masking, the difference between Gaussian and Gaussian+Uniform models is not 
significant [F1,4=2.458, p=0.192]. Since the Gaussian model has fewer parameters than 
Gaussian+Uniform model, reduced encoding precision provides a more parsimonious 
explanation for the masking effects in the masking by noise paradigm. 
 

Conclusion 
 
In metacontrast masking, both increased guess rate and the decreased stimulus encoding
precision have significant contributions to the resulting percept. However, in the masking
by noise paradigm, a single process whereby the mask reduces the precision of encoding
provides a more parsimonious explanation than an increase in the guess rate for the 
masking effects. 

        

 
Fig. 3. (A) Masking function for metacontrast masking from one subject. (B) Masking function for 
noise masking from one subject. Error bars represent +/-1 SEM. Normalized performance is 
calculated as 1-|Error|/90 where error is the difference between actual and reported angles. (C) and 
(D) Standard deviation of the Gaussian component in each model is plotted against SOAs for 
metacontrast and noise masking, respectively. Green curve shows the weight of the Gaussian 
distribution in the mixture model.  
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Abstract 
 

Under normal viewing conditions, our visual system receives a staggering amount of 
information from the environment. Given that the brain has limited resources and 
capacity, it is essential to understand how attentional processes select targets of interest in 
a scene. Most of the research in this area focused on the allocation of attention to static 
objects. Since moving objects constitute a crucial aspect of our ecological environment, 
we analyzed the allocation of attention to moving targets. In particular, we focused on 
spatial and “object-based” components of attention and how perceptual grouping 
determines object-level units. Subjects respond significantly faster to static objects 
compared to dynamic ones. Spatial, rather than object-based”, component was the main 
factor controlling the allocation of attention in dynamic displays. Furthermore, we found 
that grouping by color plays a major role for both static and dynamic stimuli in 
determining how attentional processes select targets of interest.  
 

Introduction 
 

The first goal of this project is to study how attention is allocated to moving targets. The 
second goal is to examine the effect of grouping by color in the allocation of attention. 
Short cue-target delays facilitate target detection [2]. For static stimuli, an “object effect” 
was indicated by the advantage of a target stimulus positioned inside the cued object 
relative to a target at the same distance from the cue but positioned outside the cued 
object [3]. For dynamic stimuli, the cue facilitated the detection based on both object and 
space relations [4]. Taken together, the results of previous studies showed that the 
allocation of attention for dynamic stimuli follows both low-level (space effect) and 
higher level (object effect) factors. Here, we extended these studies with the following 
specific aim: investigation of perceptual grouping by color using moving objects with 
same versus different colors.  
 

Methods 
 

The author and 11 naive observers having normal or corrected to normal vision 
participated in the experiment. Stimuli were presented on a 20-inch color monitor in a 
dark room, with a black background. The resolution of the display was set to 656 x 492 
pixels. The stimuli were generated by using a video card (Visual Stimulus Generator; 
VSG 2/3). A fixed head and chin rest was set to a distance of 1 m. from the display 
monitor. Egly et al.’s (1994) experiment was modified in order to allow the whole 
stimulus to rotate around a circle of fixed radius. The fixation point was a white plus sign 
placed in the center of the monitor. Stimuli consisted of four arcs rotating around the 
fixation point (Fig. 1 right panel). The cued item and the item in which the target 
appeared had either the same or different color. The task of the observer was to press a 
joystick button as soon as the target appeared. Reaction time (RT) was the dependent 
variable. Results were analyzed with repeated measures ANOVA and t-tests with 
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Bonferroni correction. 
 
Results 
 

The left panel of Fig. 1 shows the mean RT and standard errors.  
 

 
Fig. 1.  RT averaged across observers  1 SEM (left) and illustration of the stimulus (right). 

 

Observers respond to targets in static stimuli significantly faster than those in dynamic 
stimuli (F(1,11)=20.639, p=0.004). For the static stimulus, RTs for the invalid between 
condition are significantly higher than the other conditions indicating an object-effect. In 
the dynamic case, RTs for the invalid between condition were not significantly different, 
suggesting the absence of an object effect. In contrast, RTs for invalid space were 
significantly shorter than the other three conditions, indicating a space effect. The effect 
of color grouping was significant (F(1,11)=8.210, p=0.029) and there was no interaction 
between grouping and motion condition (F(1,11)=0.132, p=0.729).   
 

Conclusions 
 

Our results show that observers are faster in detecting targets in static stimuli compared 
to dynamic stimuli. For static stimuli, attention is allocated preferentially to “objects”. In 
contrast, for dynamic stimuli, the spatial location of the cue determines the allocation of 
attention. Color grouping plays an important role for the allocation of attention for both 
static and dynamic stimuli. Taken together, our results suggest that although 
commonalities exist between how attention is allocated to static and dynamic objects, 
rules governing the allocation of attention differ based on the movement of the object. 
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Abstract 

 
Wind Energy is a promising alternative to generate clean electrical energy devoid of 
greenhouse gas emissions. With the increase in penetration of wind energy, voltage 
stability has become a cause for concern and reactive power compensators are employed 
to maintain the voltage within the desired range. Apart from the voltage stability issues, 
reactive power compensation is also necessary for better transient responses to faults and 
other disturbances. In the earlier days, this was performed by static devices like shunt 
capacitor which thereafter lead to the utilization of DVR, SVC’s and STATCOM’s. 
DSTATCOMs are seen as a bright prospect for better dynamic response. The amount of 
reactive power compensation required by the system decides the optimal size and the 
placement of a DSTATCOM which requires further research and analysis. 

 
Introduction 

 
Presently, harnessing the immense potential of wind energy to generate electricity with 
the help of high capacity wind turbines is of great importance as there is a surge in 
electricity usage. By the end of 2011, the United States is the largest wind energy 
producer of 95.2TWh i.e. 27.6% of wind generated electricity produced throughout the 
world.  In the United States, Texas tops the Installed wind Power Capacity with 10,929 
MW. The incorporation of the wind energy is predicted to provide a foundation for a 
healthy tomorrow with sustainable energy resources. With the increasing growth in wind 
turbine size and generation, reactive power compensation has become one of the 
important factors to be taken into consideration. Reactive Power is basically described as 
the background energy movement in an Alternating current (AC) system from the 
production of electric and magnetic fields. The amount of reactive power produced or 
absorbed by the wind farm and the grid changes as the power changes at different wind 
speeds. At lower wind speeds, the generation of real power will be less and therefore 
lesser amount of reactive power is necessary. For reactive power compensation, flexible 
AC transmission system (FACTS) devices such as distributed static compensator 
(DSTATCOM), Static Var Compensator (SVC), and switched capacitor banks are used. 
Though DSTATCOMs are expensive when compared to SVCs, their ability to provide 
more capacitive reactive power when there is a sudden voltage collapse makes them the 
most reliable reactive power compensator device. 
 
Model Outline 
 
This paper presents the medium voltage DSTATCOM technology which adds the 
missing functionality to wind parks to become Grid Code compliant. The DSTATCOM is 
in principle a voltage source converter (VSC) connected to the grid via a coupling 
transformer. If the compensator voltage is greater than the grid voltage, then the 
DSTATCOM acts like a capacitor device generating reactive power required by the grid. 
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Conversely, if the magnitude of grid voltage is greater than the compensator voltage, the 
device acts like an inductor consuming reactive power. In either of the cases the grid 
current is phase shifted by 90 degrees compared to the grid voltage. Literature suggests 
that the requirement of reactive power is approximately one third of the nominal active 
power generated by a wind park. The given power system is analysed and various 
parameters like the voltage per unit, power loss in the line, reactive power required by the 
line and the power factor are calculated. As a DSTATCOM can generate up to double of 
reactive power for duration of a few seconds, the sizing of the DSTATCOM has to be 
done based on this factor. As the present model consists of a DSTATCOM and a static 
compensating device like a switched capacitor bank, optimization has to be done to 
determine which among the devices will produce the required reactive power. If the 
device generates more reactive power than required by a particular bus, the additional 
reactive power can be transmitted to the neighbouring buses which results in increased 
efficiency of the device. There are many operating constraints involved in the 
optimization process of sizing a DSTATCOM, such as limiting the voltage within a 
particular range, maintaining the power factor above a particular value, and the 
investment cost. The power losses in the line has also to be considered and the number of 
static and dynamic reactive power compensating devices to be incorporated. By 
considering all the constraints and the sensitivity factors the optimization has to be 
performed either by deterministic approach or by a non-deterministic evolutionary 
algorithmic approach. As of now many optimization techniques like Particle Swarm 
Optimization, Genetic Algorithm, and Averaging Technique have been performed. 
Thereby installing a DSTATCOM, the power quality can be improved by reducing the 
voltage flicker, stabilizing the voltage level and improving the network recovery during 
line fault. In this research a new deterministic method will be proposed to optimally size 
the DSTATCOMs required for efficient operation of a wind farm.  

 
Conclusion 

 
Reactive power is necessary for maintaining voltage stability and to reduce flickering 
problem. Whenever there is a considerable drop in the voltage which may lead to failure 
of electric power grid, this effect can be mitigated by using a reactive power 
compensator. For this purpose, there is a great necessary of determining the optimum size 
of a DSTATCOM that is required to cater the needs of reactive power. 
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Abstract 
 
It has been estimated that, there will be one million Plug-In Hybrid Electric Vehicles 
(PHEVs) by the end of this decade. There is a growing risk that, this proliferation in the 
number of PHEVs will trigger extreme surges in demand while charging them during 
rush hours. To mitigate this impact, a unique charging station architecture is proposed in 
which the rate of charging of the PHEVs is controlled in such a way that the impact of 
charging during peak load period is not felt on the grid. The power needed to charge the 
plug-in hybrids comes from grid-connected photovoltaic generation or the utility or both. 
A unique control strategy based on DC bus voltage sensing is proposed for the above 
system for efficient transfer of energy. By using the proposed control strategy, the 
operations of charging station can be categorized into four modes: grid-connected 
rectification, PV charging and grid- connected rectification, PV charging and grid-
connected inversion. 

 
Introduction 

 
There would be one million plug-in hybrid electric vehicles on the road by the year 2015 
[1, 2]. This will add extra load to the already overloaded U.S grid. Though the increase in 
awareness about PHEVs is a healthy development, it’s the customer who makes the final 
call as to when and how to charge their vehicles, which could mean challenges for 
electric utilities and charging service providers. Hence, there is an immediate need to 
develop charging station infrastructure integrating renewable energy with smart grid 
technologies. The proposed charging station will charge the PHEVs from the 
photovoltaic system, thus reducing the stress on the grid. When the grid is at peak and 
solar power is insufficient to charge the PHEVs then the charging station would enable 
vehicle charging to be delayed or temporarily interrupted. The charging station also 
includes an energy storage unit (ESU) which consists of a battery bank to store energy 
during off peak hours which can be used during emergencies to charge the PHEVs. 

 
Proposed Architecture 

 
Figure 1 shows the block diagram of the proposed charging station architecture. The main 
components of the charging station are the PCU, PV array, energy storage unit and the 
controller. The PCU consists of a DC/DC boost converter   which also performs the 
function of maximum power point tracking (MPPT), a DC/DC buck converter with 
battery management system (BMS), an energy storage unit (ESU) and a DC/AC bi-
directional grid tied converter. The BMS prevents the PHEV from getting overcharged 
and also controls the rate of charge when the situation demands. The ESU will support 
the charging of PHEV when there is no power available either from the grid or the PV 
system. The battery pack in the ESU can be charged by the grid during off peak hours. 
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The controller monitors and controls the direction of power flow in the system. As shown 
in Figure 1 the operation of the control algorithm is based on five inputs among which 
VDC.bus, SOC and IDTR are used for taking decisions to determine the direction of power 
flow [3, 4]. By using the proposed control strategy, the operations of charging station can 
be categorized into four modes: grid-connected rectification, PV charging and grid- 
connected rectification, PV charging, PV charging and grid-connected inversion. 

 

 
 

Fig. 1.  Detailed block diagram showing the PCU and controller in detail 
	
Conclusions 

 
This paper proposes a charging station architecture by using a combination of 
photovoltaic system and smart charging strategies. A unique control strategy based on 
DC bus voltage sensing, which decides the direction of power flow is presented. The 
proposed charging station architecture in a parking lot features advantages such as low 
cost, pollution free environment, and low maintenance. Therefore, charging a PHEV 
using solar power is one of the most attractive options, to create an energy-wise, cost 
effective, and overall sustainable society. 
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Abstract 

 
Research in Wind Energy Conversion Systems (WECS) like design of blades, design of 
power electronic devices, development of control algorithms that run the system requires 
a controlled test environment with steady state wind characteristics. The objective of this 
thesis is to come up with an Emulator [1] which serves as a test bench to check the 
control algorithms designed for WECS. This emulator will allow replicating the 
characteristic of a real wind turbine i.e. Torque and the Power Generate in a controlled 
test environment without depending on natural wind resources and actual wind turbine. It 
also can also be used as an educational tool to teach the operation, behavior and control 
of a wind turbine. The muscle of this emulator is a 1 HP induction motor coupled with an 
induction generator. The brain of this emulator is a Digital Signal Processor (DSP) based 
algorithm which controls the motor. The DSP algorithm obtains the wind speed as input 
from the user and the real time turbine speed as a feedback. The algorithm evaluates the 
Tip Speed Ratio (TSR) Power Coefficient (Cp), Blade pitch angle, Torque and Power for 
the specific turbine. 
 
Introduction 
 
The major components of typical Wind Energy Conversion System (WECS) include 
wind turbine, generator, interconnection apparatus and control systems. A WECS is a 
structure that transforms the kinetic energy of the incoming air stream into electrical 
energy. The extraction device [2], named wind turbine rotor turns under the wind stream 
action, thus harvesting a mechanical power. The rotor drives a rotating electrical 
machine, the generator, which outputs electrical power. The wind turbine Emulator 
emulates the mechanical characteristics of a wind turbine at various wind speeds using a 
controlled motor drive system.  The motor drive system behaves as a variable speed wind 
turbine for the generator and the power electronic converters. The Emulator, which is 
expected to reproduce the behavior of real wind turbine , should be able to simulate the 
turbine mechanical system. The most common approach to get turbine output torque is to 
use the aerodynamic equation to calculate the torque output. 
 
Analysis 
 
The total theoretical power available in the wind with speed “u” m/s and radius of blade 
“r” m/s is.    

																																																																				 ܲ ൌ
ଵ

ଶ
 ଷ                                          (1)ݑܣߩ

 
But the power extracted from the wind is limited due to aerodynamic design of the wind 
turbine. The Power curve of a wind turbine is defined by  
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where, 
݅ߣ	/1																																 ൌ 1/ሺߣ  ሻߚ0.08 െ 0.035/ሺߚଷ  1ሻ                    (3) 

 
where λ is defined as the Tip Speed ratio , β is the Pitch angle, constants C1, C2, C3, C4, 
C5, C6 are power coefficients depending upon wind turbine design and  .Hence the total 
power that could be extracted from the air by a specified wind turbine design would be  
 
																																																											ܲ݉ ൌ ݎ݅ܽܲ ൈ ,ߣሺܥ   ሻ                              (4)ߚ

 
																																																																					ܶ݉ ൌ ܲ݉/߱                                   (5) 

 
This is the theoretical torque which has to be emulated by an Induction motor. The three-
phase voltages, currents and fluxes of AC-motors can be analyzed in terms of complex 
space vectors. With regard to the currents, the space vector [3] can be defined as follows. 
Assuming that ia, ia, ic are the instantaneous currents in the stator phases, then the 
complex stator current vector is defined by 
 

ݏܫ																																															 ൌ ݅ܽ  ߙ ൈ ܾ݅  ଶߙ ൈ ݅ܿ                                      (6) 
 
where α = e (j2*pi/3). 

       

Fig 1. Field Oriented torque control of induction        Fig 2. Characteristics of a Wind Turbine. 
motor. 
          
The calculated Torque from Equation 1 can be converted to Is by the Induction Motor 
modeling . By using Clarke and Park Transformation (Fig 1) we can convert Is into id and 
iq. Hence induction motor is controlled according the user input (windspeed). 
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Abstract 
 
In this paper, we present an integrated DWDM multi-mode scheduling scheme for the 
DWDM multi-mode switching router. The proposed scheme integrates burst scheduling 
in the OBS mode, connection setup/teardown in the OCS mode, and channel 
reconfiguration in the EPS mode in a seamless fashion, which allows wavelengths to be 
dynamically shared among three different switching modes. We have implemented the 
proposed integrated multi-mode scheduler in FPGA hardware in an optical switching 
testbed. We have demonstrated in real hardware that the proposed algorithm is suitable 
for high speed hardware implementation.      
 
Introduction 
  
Traditional routers either perform electronic packet switching or optical switching. 
Although electronic packet switching has the finest granularity, the cost of EPS routers 
increases dramatically as the number of DWDM channels increases due to expensive 
Optical/Electrical/Optical (O/E/O) conversion. On the other hand, optical switching can 
provide cost effective scaling of DWDM channels by directing incoming wavelengths 
directly to the outputs, bypassing O/E/O conversion. While optical circuit switching is 
suitable for sustained high bandwidth applications, optical burst switching [2][3] is better 
for bursty traffic. Unfortunately, neither of these two practical forms of optical switching 
technologies can provide switching functions at the packet level. 
 
To solve the dilemma, the Reconfigurable Asymmetric Optical Burst Switching (RA-
OBS) networks have been proposed [1] to allow multiple switching modes, namely, 
electronic packet switching (EPS), optical burst switching (OBS), and optical circuit 
switching (OCS) to be supported in the same network, and on the same router platform 
concurrently. Existing approaches either only provide grooming functions as lower speed 
traffic is added or dropped at the router nodes, or are designed for routers with a 
relatively small number of DWDM channels. In comparison, the RA-OBS multi-mode 
switching architecture dynamically shares a set of electronic switching ports among 
different switching modes through the core optical switching fabric. Therefore, it allows 
for cost effective expansion of the network with a large number DWDM channels by 
keeping a relatively small number of expensive electronic switching ports. 
 
Reconfigurable Asymmetric Optical Burst Switching (RA-OBS) 
 
In RA-OBS networks, each wavelength in a DWDM link can be individually configured 
and reconfigured in one of the three switching modes: the EPS, OCS or OBS mode. RA-
OBS core routers internally switch data according to the switching mode configured for 
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the wavelengths. 
 

Hardware Implementation and Testbed Experiments 
 
We have verified the effectiveness of the proposed integrated multi-mode scheduling 
algorithm, and its speed and cost effectiveness in hardware implementation in a hardware 
testbed illustrated in Figure 1. We have implemented the proposed algorithm in FPGA 
hardware using Hardware Description Language Verilog HDL. The FPGA hardware is 
used along with the optical switching node in the optical switching testbed.  

 
 
 
 
 
 
 
 
 
 
 

  
 

A large medical image transfer hardware experiment is demonstrated to test the reliability 
of the MEM switch. 
 
Conclusion 
 
In this paper, we have proposed a multi-mode scheduling scheme for the RA-OBS multi-
mode switching network. The proposed scheme can provide burst scheduling in the OBS 
mode, connection setup/teardown in the OCS mode, as well as channel reconfiguration in 
the EPS mode in an integrated fashion. The performance of the proposed integrated 
scheduler has been verified in a hardware testbed. 
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Fig. 1. Hardware Testbed 
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Abstract 
 
A study of temperature effect on graphene growth on Cu substrate by chemical vapor 
deposition (CVD) is presented. Additionally, we analyze the graphene bilayers grown at 
950 °C. Statistics of the rotation angle distribution suggests that over 75% of the bilayers 
are twisted graphene while with the rest being oriented (AB-stacked). Our results provide 
insight into the optimization of CVD graphene growth on Cu, and should be beneficial 
for the development of novel graphene based electronic devices with tunable 
characteristics. 
 
Introduction 
 
With the advantages of good quality, scalability, and transferability, graphene films 
grown by chemical vapor deposition (CVD) on Cu shown high potential for the 
commercialization due to not only its cost efficiency but also its capability of limiting 
graphene film thickness. [1] The CVD conditions for graphene growth on Cu have been 
intensively modified in order to improve graphene quality. Growth temperature has been 
demonstrated to be a critical parameter, however, its detailed effect on graphene growth 
and film thickness remains fragmentary. A systematic study on such temperature effect is 
necessary for a better understanding of the CVD process, as well as the further 
improvement of graphene quality. 
 
The CVD graphene on Cu was believed to be a self-limiting process enabling the growth 
of predominantly monolayer graphene films. The self-limiting effect, however, can be 
easily broken under ambient-pressure CVD conditions with high concentration of carbon 
source and/or low growth temperature, where multi-layer graphene grains are nucleated 
and grown. Such multi-layer graphene, particularly bilayer, recently, have attracted great 
interest due to the tunable band structures with different stacking arrangements (i.e., 
rotation angles) between graphene layers.  
 
In this paper, we report the growth of graphene on Cu by CVD at different temperatures 
ranging from 900 °C to 1050 °C, and systematically study the effect of temperature on 
the growth process, e.g. growth rates, coverage percentage, and film thickness. We put 
forward an exponential equation as a model to fit the graphene coverage ratio as a 
function of growth time. An activation energy of ~1.89 eV has also been derived for 
graphene growth on Cu. In addition, the stacking arrangements of graphene bilayers 
obtained at 950 °C are analyzed. Statistical results of the rotation angle distribution 
indicate that the majority of the graphene bilayers are twisted graphene, of which the 
Raman spectra largely different from those of the AB-stacked bilayers. Our studies could 
not only benefit fundamental research on improvement of graphene quality, but also shed 
light on development of novel tunable graphene electronics. 
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Results 
 

Fig. 1. SEM images of graphene films and 
grains on Cu surface grown under different 
CVD conditions. (a) film grown at 1050 °C 
for 30 min. (b) grains grown at 1000 °C for 20 
min. (c) grains grown at 950 °C for 60 min. 
(d) grains grown at 900 °C for 60 min. The 
insets in (c) and (d) are enlarged images. The 
number of graphene layers can be inferred 
from color contrast in each image, where the 
relatively darker regions represent bilayer or 
few-layer graphene, and the light regions are 
uncovered Cu surface. The scale bars are all 
10 µm except for insets which are 2 µm. 

 
Fig. 2.  (a) Graphene coverage on Cu as a 
function of growth time obtained at different 
temperatures. The individual markers indicate 
experimental data, and the solid curves 
represent the exponential fitting of each set of

 
the data at a given temperature. (b) α depends 
on temperature, indicating how fast the film is 
growing.  

 
Fig. 3.  Statistics of rotation angle distribution 
of graphene bilayers. Results are summarized 
from the SEM measurements of over 100 
graphene bilayer grains. (a-d) SEM images of 
typical individual bilayer grains on Cu surface 
with rotation angles of 0°, 5°, 18°, 22°, and 
29°, respectively. The scale bars are 2 µm. 

 
Fig. 4.  Optical images of transferred bilayer 
graphene grains on SiO2/Si: (a) oriented 
bilayer and (b) 23° bilayer. The substrate 
surface, single layer and bilayer regions of the 
grains can be well identified through the color 
contrast in the images. The scale bars are 2 
μm. (c) Raman spectra of the bilayer grains. 
Laser excitation wavelength is 532 nm. 
 

Conclusions 
 
We study the temperature effect on graphene growth on Cu by ambient pressure CVD. 
The growth of bilayer or few-layer graphene is highly preferred at low temperatures, and 
most bilayer graphene grains occurs at 950 °C. We  analyze the stacking arrangements of 
the graphene bilayers grown at 950 °C. Raman characterization indicates that the oriented 
bilayers are AB-stacked, and they show different Raman spectra from the twisted ones.  
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Abstract 

 
In this work we have evaluated thickness dependent efficiency of Inverted Metamorphic 
(IMM) solar cells as a function of radiation doses and dislocations and band gap of the 
bottom metamorphic InGaAs subcell. It is shown that for moderate to high doses of 
radiation, very high EOL efficiencies can be afforded with substantially higher 
dislocation densities than those commonly perceived as acceptable for IMM devices. i.e 
even in the presence of dislocation densities as large as 2x107cm-2,for typical 2x1015cm-2 
1MeV electron fluence a remaining power factor of >85% (ηEOL~28%) can be reached 
by a careful selection of InGaAs band gap. Finally these finding could in turn be used to 
simplify manufacturing (thinner graded buffers) or/and increase yield for IMM space 
cells. 
 
Introduction 
 
Inverted metamorphic multijunction (Fig. 1) solar cells have demonstrated AM0 
efficiencies of ~33% [1]. But the major drawback in IMM solar cells is the presence of 
defects in InGaAs bottom sub-cell which cause reduction in minority carrier lifetime and 
result in efficiency degradation, hence thick buffer layer are used in order reduce these 
defects. Space radiation also causes reduction in diffusion length and lifetimes [2]. Hence 
solar cells in space slowly degrade due to presence of this radiation. It is been shown that 
thickness optimization of multijunction GaInP/GaAs solar cell would give better end of 
life performance (EOL) than conventional solar cells [3]. Hence in IMM by using thin 
devices, one would obtain low efficiencies at beginning of life (BOL) but would result in 
improved efficiency at end of life (EOL) than conventional thick devices.  
 
Discussion 
 
Dislocations present in metamorphic 1ev InGaAs sub-cell would decrease the efficiency 
of solar cell, hence buffer filtering techniques are commonly used in order to reduce 
dislocation density in InGaAs solar cell below 106 cm-2. In IMM solar cell the current 
limiting sub-cell is mid GaAs cell, which hints towards use to degraded bottom InGaAs 
cell without having any effect on efficiency. Hence using high dislocation density in 
InGaAs one can still achieve the same efficiencies till GaAs sub-cell remains current 
limiting.  Using thinner InGaAs cell with high dislocations maintains the Voc while the 
sub-cell is not too thin to become current limiting. Fig. 1 (b) shows that for dislocation 
densities of 106, 107 and 2x107 cm-2 when optimized for 2x1015 cm-2 equivalent electron 
fluence, the EOL performance is the same for all solar cells, which is evident in the figure 
since change is dislocation density doesn’t lead to change in EOL efficiency. For 
example for a radiation dose equivalent to a fluence of 1015 cm-2  1MeV electrons the 
optimal design for highest EOL performance becomes insensitive to the presence of 
dislocation densities, which are smaller than 107 cm-2.  
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Fig. 1. (a) Structure of n on p GaInP/GaAs/GaInAs IMM solar cell device. (b) Optimized IMM 
efficiencies as a function of radiation dose and dislocation density, indicating defect tolerance 
limit for given EOL fluence. 
 
Conclusion 
 
It is shown that by optimizing the base-emitter thickness of IMM sub-cells for end-of-life 
performance, one can obtain power remaining factor ~0.9 for 1015cm-2 1MeV electron 
fluence. In addition these calculations indicate that for radiation doses in excess of an 
equivalent 2x1015 cm-2 1 MeV electron fluence, the optimized design makes IMM 
insensitive to presence of dislocations (<2x107 cm-2) in InGaAs bottom sub-cell. The 
results suggest that by optimizing the device design, one can obtain nearly the same EOL 
efficiencies for highly dislocated metamorphic solar cells than those of an ideal defect 
free IMM. These findings could be of importance to the manufacture of current 
metamorphic space cells as to some extent they indicate possibilities for circumventing 
the need for sophisticated defect filtering techniques. Also for higher EOL efficiencies 
use of metamorphic InGaAs cell with band gap lower than 1.0ev (~0.95ev) has been 
demonstrated without lose in device defect tolerant behavior. 
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Abstract 
 
With the progress in the semiconductor and magnetic industry, thin films are preferred in 
device fabrication. The use of these devices at high temperatures is largely governed by 
their reliability. The stress that develops in the thin films on substrates can be detrimental 
to the performance of the thin film electronic devices. Our research work mainly focuses 
on stress measurements during annealing of electrodeposited CoFeNi alloys. In this talk, 
we have made an effort to explain the reasons for stress during annealing of 
electrodeposited CoFeNi alloys with suitable results. 
 
Introduction 
   
The development of theoretical foundations in electrochemical engineering, 
electrometallurgy and sophistication of tools used for electrodeposition has contributed to 
the wide-spread use of electrodeposition in the semiconductor and magnetic industries. 
Nowadays, electrodeposition is recognized as a mature method for fabrication of 
magnetic thin film heads, and in microelectronics and Micro-Electro-Mechanical System 
(MEMS) technologies. The reliability of the thin films used in MEMS is studied by 
measuring the stress evolved in the electrodeposited films. The total stress in a film can 
be contributed to two effects, mainly due to grain coalescence during deposition and 
grain boundary diffusion (vacancy annihilation) during annealing. The stress during 
deposition can be controlled by aptly adjusting the deposition parameters. When the film 
is heated above room temperature, a linear decrease in the stress (increase in compressive 
stress) is observed. This change corresponds to the difference in thermal 
 expansion between the film and the substrate [1]. This type of stress change is perfectly 
elastic in nature as long as the expansion of the film and the substrate are within elastic 
limits.  When a film is deposited at room temperature there is very little diffusion and one 
would expect the vacancy concentration to be much larger than at equilibrium. When 
these excess vacancies are subsequently annihilated the associate volume change results 
in a tensile stress in the film. As the annealing temperature goes higher, other effects such 
as grain boundary diffusion, impurity effects and grain growth also play an important role 
[2].  In order to obtain lower stress in thin films, saccharin as additive has been used in 
the design of electrodeposited solutions, and the effect of saccharin concentration to thin 
film stress level during annealing is to be investigated. 
 
Results and Discussions 
 
We measured the stress evolved during annealing by conducting in-situ experiments 
using the optical system based on the cantilever bending method. Stoney's equation is 
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used to relate the evolved stress to the curvature of the cantilever (wafer) which is 
expressed as, 

   
 
  
 
where, Es = Young’s modulus, ts = substrate thickness, vs = Poisson’s ratio, r = radius of 
curvature, tf = film thickness [3,4]. Fig. 1. shows the in-situ stress measurements during 
annealing of CoFeNi magnetic alloys with annealing temperature = 250 C, ramp rate = 
1C/min, hold time = 60 min and natural cool off. 

 
Fig. 1. A typical stress-thickness curve measured using the state of art stress measurement system 
during annealing of CoFeNi alloys electrodeposited from a solution containing 0.24g/L Saccharin. 
 
Conclusion 
  
We observed that the stress measurements during annealing were in agreement with the 
theory proposed to understand thermal stresses evolved during annealing of the thin 
films. The role played by saccharin as an additive has also been verified by observing 
lower stresses in the thin films electrodeposited with higher concentrations of saccharin 
in the plating solution. Thus, we have designed a state of art system to measure the stress 
evolved in electroplated thin films during annealing. 
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Abstract	
 
We propose nanoporous gold disks (NPGDs) released from a substrate as novel gold 
nanostructure. Patterned or mechanically stamped nanoporous gold (NPG) has been 
reported has an excellent Surface Enhanced Raman Spectroscopy (SERS) enhancement 
factor.[1-3] The effective surface area of NPGD is estimated to be ~10 times its projected 
area, thereby provides more attachment sites for analyte adsorbates. The proposed NPGD 
can be fabricated with controlled sizes and shapes. They can also be released from the 
substrate and recovered into NPGD colloidal. By using polystyrene beads with different 
diameter as etching mask, we fabricated NPGD with size ranges from 300nm to 700nm.  
 
Introduction	
	
Nanoprous gold (NPG) has many properties that offer potential benefits for many 
applications due to its catalytic activity, electrical conductivity, and mechanical 
properties. Among them intense interest has been sparked in NPG as SERS substrates. In 
this work, we explore further the fabrication of NPGD using hybrid top-down planar 
large-area sputter etching and bottom-up atomic self-assembly during dealloying. The 
resulted structure is thus hierarchical with the external disk shape and the internal porous 
network. The fabricated NPGD were released from the substrate and recovered into 
colloidal solution. This process offers potential benefits for transferring NPGD onto 
different substrate, using NPGD for drug delivery and other applications.  
 
Fabrication method and Results 
 
The initial film stack, consisting of a 120 nm thick Au:Ag=28:72 (wt. %) alloy film on a 
silicon substrate was deposited by DC sputtering. The alloy target was provided by ACI 
Alloys. The deposition rate for the alloy films was 27 nm/min. The stack was patterned 
by RF-sputter-etching in 99.999% argon gas through a polystyrene beads mask described 
blow. RF-etching was timed to produce completely isolated alloy. The PS spheres were 
removed by sonication in chloroform for 2 min. Ag was selectively dissolved by dipping 
in 70% room temperature HNO3 for 1 min followed by deionized water rinse and  
nitrogen dry to form the NPGDs. The process of NPGD fabrication and the 
corresponding SEM pictures are shown in Fig 1. As this stage, the NPGD are still well 
attached to the silicon substrate, and 1 min sonication in 1 mM surfactant (SDS) solution 
was needed to release the NPGDs into colloid and preventing them from aggregation.   
By slowly injecting 1% (wt.%) polystyrene beads colloidal onto the surface of water, a 
monolayer was formed by hydrophobic polystyrene beads. This tight monolayer could be 
transferred onto the sample surface acting as a mask for large-area sputter etching.  
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Fig  1.   Fabrication process steps and SEM picturea of the each steps. (a) Initial film stack. (a’) 
SEM top view of step a, (b) Alloy film was etched into an alloy disk by sputter etching, (b’) SEM 
of step b, (c) PS spheres were removed by sonication in chloroform for 2 min, (c’)SEM of step c. 
(d) Ag was selectively dissolved. (d’) SEM of final NPGD on the silicon substrate. 
	
By using PS beads with different diameters range from 460nm to 1100nm, NPGD with 
different size were made as shown in Fig 2.  
	

	
Fig  2.  NPGD with different size (a)300 nm NPGD made from 460 nm PS beads. (b)380 nm 
NPGD made from 600 nm PS beads. (c)500 nm NPGD made from 800 nm PS beads. (d)700nm 
NPGD made from 1100 nm PS beads. 
 
Summary 
 
By using the method described in the paper, over 90% PS monolayer coverage on 
substrate was achieved, and after pattern transfer PS beads were 100% removed. 35% 
isotropic shrinkage in all directions due to dealloying was observed for fabricated NPGD. 
Large quantity colloidal NPGD without aggregation was successfully harvested, the total 
number of NPGD in one alloy coating run on a 3 inch substrate is on the order of 10 
billion. 
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Abstract 
 
Stencil masks can be used to print very high resolution patterns using ion beam 
lithography. Line widths as small as 50 nm have been controllably etched through silicon 
nitride membranes using reactive ion etching (RIE) in CF4 and CHF3. One issue with 
these gases is this process leads to the formation of a polymer (Teflon) and consequently 
slows down the etch rates of the silicon nitride. In this work, we will be optimizing the 
reactive ion etching of silicon nitride using sulfur hexafluoride (SF6) and oxygen, which 
we hypothesize, will overcome these problems. 
 
Introduction 
 
In this work, we will be optimizing the reactive ion etching of silicon nitride using sulfur 
hexafluoride (SF6) and oxygen, which we hypothesize, will overcome these problems. 
The stencil masks for this work are 0.5 µm thick free standing membranes, which are 
formed from double-side polished four-inch diameter silicon wafers coated with a 500 
nm thick layer of non-stoichiometric low stress silicon nitride and coated with 20 nm of 
Copper and 200 nm of PMMA (poly(methyl methacrylate)). The patterns are printed 
using the e beam lithography and are developed. To transfer the patterns, the dry etching 
techniques consisted of ion milling in Argon, to etch the patterns through the hard mask 
followed by reactive ion etching in SF6 and oxygen to transfer the pattern through silicon 
nitride. In this work we focused our attention towards dry etching techniques like ion 
milling in argon followed by reactive ion etching in SF6 and oxygen. In ion beam 
proximity lithography, ions that are extracted from a source and are used to illuminate 
through the stencil mask. Particles that pass through the membrane openings are used to 
print the desired pattern on the substrate. For these reasons stencil mask fabrication is 
necessary. 
 

 
 

Fig. 1. Process flow diagram of mask fabrication. 
 
Method 
 
First, multiple openings or windows of predetermined size are etched into the silicon 
nitride layer on one side of the wafer using transparency film as an etch mask. The gasses 
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used are 0.2 mTorr of oxygen and 0.8 mTorr of CF4 and a power setting of 30 watts. 
To form the membranes of nitride, the silicon is etched in the exposed windows using a 
solution of potassium hydroxide (KOH) and water. 20 nm layer of copper is deposited 
onto the front side of the wafer using evaporation. After this, a 200 nm thick layer of 
PMMA is deposited onto the front side of the wafer by spin-coating. Next the membranes 
are cleaved into individual pieces from the wafer and then printed on using electron beam 
lithography and developed. The next step is to transfer the pattern into the hard mask 
using PMMA as an etch mask. An argon plasma at 1 mTorr and 13 watts is used to 
remove the copper using the PMMA layer as an etch mask. Since 20 nm of copper was 
used, and the sputter rate of copper is 4 nm per minute (as measured), in order to get an 
over etch of 100 percent, copper was sputtered in argon for 10 minutes at 13 watts. Once 
the pattern has been driven into the copper layer, the next step is to etch the nitride using 
the remaining copper as an etch mask. The nitride membrane is etched in the same 80/20 
mixture of SF6/O2 at 1 mTorr as the windows, but at a power of 15 watts for one hour. 
 
Results 
 

 
 

Fig. 2. SEM image of 100 nm openings in the front side of the membrane. 
 

 
 

Fig. 3. SEM image of 100 nm openings in the back side of the membrane. 
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Abstract 
 

This paper presents a novel method for efficient estimation of the induced voltage on the 
pacemaker under the MRI. The method is based on the reciprocity theorem, which allows 
people to measure the transfer function of the pacemaker leads instead of simulation of 
the pacemaker with the whole human body. This method is easy to implement. The result 
is stable and is verified by directly measuring the induced voltage on the pacemaker in 
the ASTM phantom. 

 
Introduction 

 
MRI is widely used modality for visualization of soft tissue. However, most current 
devices such as pacemaker or defibrillators are not compatible with MRI due to the 
electromagnetic compatibility (EMC) issues. [2] One particular problem is the induced 
voltage on the pacemaker under MRI. It is hard to be directly estimated by simulation 
because the pacemaker lead dimension is too small compared with the MRI RF (radio 
frequency) coil and human body model. To overcome this problem, pacemaker lead 
transfer function is measured. However, the transfer function measurement is very hard to 
be accurate enough or is too complicated This paper proposes an efficient approach to 
estimate the induced voltage on the pacemaker due to the MRI RF coil. 
 
Methods 
 
Impedance simulations were done to assess such a voltage generation during MRI (Fig. 
1).  
 

 
Fig. 1.  A diagram represents the original problem. The main structure of Pacemaker Lead is coax. 
The Pacemaker Can is modeled as impedance Z. 
 

The original problem is to estimate the induced voltage on the Pacemaker Can. Here, we 
model the Can as impedance. The relation between the incident electric field and induced 
voltage is the transfer function: 

ܸ ൌ න݂ݐሺ݈ሻ ∙  ሺ݈ሻ݈݀ܧ
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where ݂ݐሺ݈ሻ is the transfer function, ܧሺ݈ሻ is incident electric field. 

 
Fig. 2.  Applying reciprocity, turning off the original incident electric field and add a current 
source on the port. 
 
Direct measurements the transfer function is difficult and has less accuracy. We can 
prove that the induced common mode current on the lead due to the current source on the 
port is equivalent to the transfer function by reciprocity. It is very easy to be measured. 

ܸ ൌ නܫሺ݈ሻ ∙  ሺ݈ሻ݈݀ܧ

Results 
 
To verify the transfer function result, we calculate the induced voltage from the transfer 
function as well as the induced voltage from direct measurement in the ASTM phantom. 
The pacemaker lead is laid to many different trajectories in the phantom. The figure 
below shows the comparison results: 
 

 
 
Fig. 3.  The comparison between the induced voltage from transfer function and induced 
voltage from directly measurement. 
 
Conclusions 
 
We proposed a very efficient method to estimate the induced voltage on the Pacemaker 
Can due to the radiation of MRI RF coil. The results matched very well with the direct 
measurement result. 
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Abstract 
 
The mirror neuron system of the human brain is thought to be critical for learning by 
imitation, action understanding and perceiving others’ intentions. The proposed study 
investigates the features and developmental milestones of this system in young infants. In 
this study, 6-24 month old infant subjects will be tested. Electroencephalography (EEG), 
kinematic data and video will be recorded simultaneously when subjects are observing 
something or do something themselves. 
 
Introduction 
 
The mirror neuron was first found in "macaque monkeys" by Giacomo Rizolatti [1] and it 
is a special kind of sensorimotor neurons that fire both when the animal manipulates an 
object in a specific way or see others do so. It is not well established that mirror neurons 
exist in human brains because single neuron recording is not as feasible as it is used in 
monkey study. But there is a great deal of evidence supporting the overlap in activation 
of some human brain area both during action execution and action observation from 
functional magnetic resonance imaging (fMRI), magnetoencephalography (MEG), 
electroencephalography (EEG) and transcranial magnetic stimulation (TMS) studies. This 
brain system and related brain circuit is called human mirror neuron system[2].  
 
The properties of this system lead researchers to speculate its implications in many social 
capabilities such as action understanding, imitation and language developing. Besides, 
human behavioral studies have also documented the close linkage between observation 
and execution of human acts. A developmental focus on the neural correlation between 
action observation and action execution has received gradual attention. The mirror neuron 
system becomes the starting point of formulating a comprehensive developmental 
neuroscience of imitation and social learning. Previous studies have provided several 
speculations with regard to the ontogeny of mirror neuron system including associative 
learning. [3] One way to testify this hypothesis is to test the shaping and characterization 
of mirror neuron system in young infants. This can even provide clues of how mirror 
neuron system functions in the context of those pivotal social functions. 
 
Methods 
 
Eighty infants from 6 to 24 months will be recruited for our proposed experiments. 
During the experiment, EEG, kinematics data and video will be recorded synchronously 
while the subjects are observing something or doing something themselves. 
 
Electroencephalography tests above the skull difference of electrical potential caused by 
the currents escaped from inside of the brain. These currents are produced by activated 
neurons when they are involved in certain process. Thus EEG can reflect the activation of 
brains in a macroscopic level. Although EEG doesn't provide as good space resolution as 
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some neuroimaging recording such as fMRI does, it has very good time resolution and 
doesn't induce risks as noninvasive recording techniques do.  For these properties, EEG is 
considered most feasible in baby studies. 
 
There are some classical features of EEG signals that have been investigated for a long 
time and used maturely in brain machine interface studies. Those include steadily evoked 
potentials, event related potentials, and different EEG frequency bands that are believed 
to be encoded with information the brain wants to convey. With regard to action and 
body movement, 'mu' rhythm, which is a frequency band in the alpha range, has long 
been used as an index of engagement of the brain during volitional movement, motor 
imagery and preparation. [4] Although 'mu' rhythm is established in adult studies, a 
standardized approach to identify individual infant mu rhythm band and comprehensively 
measuring its activation is still unavailable. This would be a major focus of our proposed 
study.  
 
In the brain machine interface studies, various machine learning algorithms have been 
employed in the work of reconstructing movement trajectory, classifying different 
movement modes to restore mobile ability of disabled people. [5] These algorithms, we 
believe, can also be exploited in this study to index the level of activation of mirror 
neuron system in the form of correlates between brain activity and infants' movement. 
The gradual changes of these indexes along with time and its sensitivity to motor 
experience can shed light on the development and shaping of this system.  
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Abstract 
 
In this study, able bodied human subjects operated a neuroprosthesis that contained a 
robotic gripper that was controlled with surface electromyography (EMG) and an 
exoskeleton that provided force feedback to the subjects. The goal of the study was to 
develop a neural decoder that used scalp electroencephalography (EEG) to reconstruct 
the EMG used to control the gripper and to investigate the effects of force feedback on 
the EMG reconstructions. 
 
Introduction 
 
Our previous work has shown that integrating force feedback in a neuroprosthesis device 
improved the subjects' ability to discriminate what kind of objects were being held. This 
device featured a robotic gripper and an exoskeleton. The robotic gripper was 
commanded through EMG activity from the biceps muscles. The exoskeleton provided 
force feedback, where it applied a torque about the subject's elbow. The magnitude of the 
torque was related to how much force was measured at the gripper's tips [1]. 
 
It was of interest to observe if scalp EEG can be used to control the neuroprosthesis 
instead of EMG. In this sense, a brain machine interface (BMI) could be fabricated where 
the subject controlled the neuroprosthesis with his or her thoughts. Such BMI could be 
used to restore motor function to users with paralysis or amputations. To test the 
feasibility of this BMI, our goal was to reconstruct the EMG used to control the 
prosthesis from scalp EEG. While other studies have shown it is possible to reconstruct 
EMG from other neural activity such as neural spikes [2], [3], little work has been done 
in reconstructing EMG during the use of a prosthesis with sensory feedback. 
 
Methods 
 
Able bodied human subjects operated the prosthesis in four different combinations where 
the arm that was used to control the robotic gripper was varied, and the presence of the 
force feedback was turned on or off. Throughout all the conditions, subjects used the 
prosthesis to squeeze objects of varying stiffness and were instructed to guess what the 
object was based on force feedback. While subjects performed this task, 64 channel scalp 
EEG and functional Near Infrared Spectroscopy (fNIRS) was recorded. 
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A linear model with memory was used to reconstruct the EMG from delta band EEG (<1 
Hz).  To measure how well the reconstructed EMG trajectories matched that of the 
observed EMG trajectories, the correlation coefficient between the two trajectories were 
calculated. 
 
Results 
 
Shown in Figure 1 are best examples of the EMG reconstructions and the accuracy of the 
decoder's ability to reconstruct the EMG.  The decoder appears to perform well and does 
not appear to be significantly influenced by whether or not force feedback is present in 
the use of the prosthesis. 
 

 
 
Fig. 1.  A) Best examples of reconstructed (red dotted line) and observed (solid line) of the EMG 
linear envelopes used to control the robotic gripper. The correlation coefficient between the 
observed and predicted trajectories is shown in the upper left of each plot. B) Boxplots of 
decoding accuracies across all five subjects. Outliers are shown as red plus symbols. Labels "I" 
and "C" correspond to conditions when the arm that controlled the robotic gripper was 
respectively ipsilateral and contralateral to the exoskeleton. "FB" and "noFB" correspond to 
conditions where the force feedback was respectively turned on and off. 
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Abstract 
 
Rehabilitation robots are being increasingly used for motor recovery in stroke patients. 
Although, robotic therapy has the advantage of providing repetitive practice, superior 
therapy outcomes can be obtained by ensuring continuous patient engagement during 
therapy. In this ongoing study, we combine non-invasive Brain Machine Interface (BMI) 
with the MIT-Manus robot, a clinically proven robot for stroke rehabilitation. This 
interface will ensure patient involvement by allowing them to use their thoughts to 
control the robot's movements. We present our currently developing methods to 
investigate the added clinical potential of BMI based rehabilitation robots for upper-limb 
motor recovery. 
 
Introduction 

 
In spite of various robotic and physical therapist based stroke rehabilitation techniques, 
up to 30% of all stroke victims experience severe long term disabilities [1]. Hence, any 
incremental contribution to the current therapies may significantly improve the quality of 
life of stroke survivors. Current robotic rehabilitation devices such as the MIT_Manus [2] 
and MAHI Exo II [3] provide assist-as-needed forces and are effective in upper-limb 
motor recovery through repetitive and intensive practice. Using interactive games, these 
robots seek to encourage patient participation and voluntary drive. Patient engagement or 
participation during therapy is considered essential to maximize the therapy outcomes 
[2]. However, in present robotic therapies, apart from the user’s verbal assurance there is 
no empirical evidence to ensure user engagement.  
 
On the other hand, Motor Imagery, the process of mental simulation of a given action in 
the absence of any physical movement, has proved effective in stroke rehabilitation [4]. 
Further, motor imagery is assumed to capture the user’s voluntary drive and involves 
mental processes similar to those involved during real world movements [2]. 
 
Noninvasive BMI using Electroencephalography (EEG) signals provides a unique 
medium for using motor imagery to ensure patient participation. In a noninvasive 
restorative BMI [1], the objective is to decode the patient’s movement intentions and use 
it to control a therapeutic robot. This will close the loop to involve the patients in their 
own therapy and require them to actively participate during the therapy. Such an active 
therapy will induce the brain’s plasticity and can facilitate superior motor recovery.   
 
Previous studies [5] with healthy subjects have found that a person’s intended movement 
can be predicted from low frequency (0.3 - 4Hz) EEG signals. In the current study, we 
will use a similar approach for chronic stroke survivors. Additionally, our goal is to 
augment the MIT-Manus’s standard rehabilitation therapy with the noninvasive BMI, 
thereby enabling the patients to simultaneously control the robot using their thoughts. 
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Methods 
 
Following institutional review board approval for this study, hemiplegic and hemiparetic 
chronic stroke subjects will be recruited and randomly assigned to experimental and 
control groups. The experimental group will undergo the proposed BMI-robot training, 
whereas the control group will undergo standard training using the MIT-Manus.  
 
The experiment protocol will consist of a single calibration session followed by multiple 
training sessions. During calibration, the subject’s affected hand will be attached to the 
robot’s end-effector and transported along a pre-recorded trajectory. During this motion, 
the subjects will be instructed to imagine moving their hand in order to track the motion 
of the end-effector, while recording their brain signals using a 64 channel active electrode 
EEG cap. The purpose of the calibration phase is to train our decoders, for online 
estimation of subject’s intended motion trajectory (i.e. robot end-effector’s 
position/velocity) using Kalman Filters. In addition, Support Vector Machine classifiers 
will be used to identify subject’s intended target position.  
 
During the training phase, the subjects will perform center out target hitting task. For 
standard rehabilitation (control group), the robot randomly selects the target and guides 
the user’s hand towards the target. For the experimental group, the loop will be closed 
and initially the BMI will only predict the subject’s intended target position followed by 
the robot’s guidance to reach the target. Gradually, as the subject learns voluntary BMI 
control, the robot’s guided motion will be substituted with continuous estimation of 
subject’s intended motion. It is hypothesized that this combined BMI-robot training will 
encourage user participation during therapy and strengthen the neural connections 
between the brain and the affected limb.   
 
Performance Evaluation 
 
Clinical measures such as the Fugl-Meyer Assessment (FMA) test, which is a stroke 
specific performance based index, will be used to compare pre and post training 
outcomes for the experimental and control groups.    
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